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Jan Březina
Instability of mixed finite elements for Richards’ equation . . . . . . . . . . . . . . . . . . . . . . 22
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Some remarks on averaging in the BDDC method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
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Jiř́ı Hozman
A shock-capturing discontinuous Galerkin method for the numerical solution
of inviscid compressible flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .95


Radka Keslerová, Karel Kozel
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A new reconstruction-enhanced discontinuous Galerkin method for
time-dependent problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125


Pavel K̊us
Integration in higher-order finite element method in 3D . . . . . . . . . . . . . . . . . . . . . . . 131
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Preface


This book comprises peer-reviewed papers that originated from invited lectures and
short communications presented at the 15th seminar Programs and Algorithms
of Numerical Mathematics (PANM) held in Dolńı Maxov, Czech Republic,
June 6–11, 2010.


The seminar was organized by the Institute of Mathematics of the Academy of
Sciences of the Czech Republic in cooperation with the Advanced Remedial Tech-
nologies and Processes Research Centre at the Technical University of Liberec. It
continued the previous seminars on mathematical software and numerical methods
held (biannually, with only one exception) in Aľsovice, Bratř́ıkov, Janov nad Nisou,
Kořenov, Lázně Libverda, Dolńı Maxov, and Prague in the period 1983–2008. The
objective of this series of seminars is to provide a forum for presenting and discussing
advanced topics in numerical analysis, new approaches to mathematical modeling,
and single- or multi-processor applications of computational methods.


More than 60 participants from the field took part in the seminar, most of them
from Czech universities and from institutes of the Academy of Sciences of the Czech
Republic but also from the Netherlands, Slovakia, and the United States. The par-
ticipation of a significant number of young scientists, PhD students, and also some
undergraduate students is an established tradition of the PANM seminar; this year
was no exception. We wish to believe that those, who took part in the PANM semi-
nar for the first time, have found the atmosphere of the seminar friendly and working,
and will join the PANM community.


The organizing committee consisted of Jan Chleboun, Petr Přikryl, Karel Segeth,
Jakub Š́ıstek, and Tomáš Vejchodský. Mrs Hana B́ılková kindly helped in preparing
manuscripts for print.


All papers have been reproduced directly from materials submitted by the au-
thors. In addition, an attempt has been made to unify the layout of all papers.


The editors and organizers wish to thank all the participants for their valuable
contributions and, in particular, all the distinguished scientists who took a share in
reviewing the submitted manuscripts.


T. Vejchodský, J. Chleboun, P. Přikryl, K. Segeth, J. Š́ıstek
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VECTORIZATION OF BITMAPS BASED ON THE LSQ METHOD∗


Stanislav Bartoň


Abstract


The paper presents the software procedure (using MAPLE 13) intended for a con-
siderable reduction of digital image data set to a more easily treatable extent. The
photos taken in high resolution (and corresponding data sets) contain coordinates of
thousands of pixels, polygons, vertexes. Presented approach substitutes this polygon
by the new one, where a smaller number of vertexes is used. The task is solved by
means of adapted least squares method. The presented algorithm enables the reduc-
tion of number of vertexes to 5% of its original extent with an acceptable accuracy
± one pixel (i.e. distance between the initial and the final polygon). The procedure
can be used for processing of similar types of 2D images and for the acceleration of
following computations.


1 Introduction


The acquisition and analysis of the visual information represents a powerful tool
for interpretation of a large volume of input data. Recently, the origin of computer
vision is intimately intertwined with computer history, having been motivated by
a wide spectrum of important applications such as robotics, biology, medicine, in-
dustry and physics, and also in agricultural and food sciences. Among all different
aspects underlying visual information, the shape of the objects certainly plays a spe-
cial role. The multidisciplinarity of image analysis, with respect to both techniques
and applications, has motivated a rich and impressive set of information resources
represented e.g. in a book by Costa and Cesar[5].


This paper presents a completely different approach, where input image data
are significantly reduced (to 5 % of original extent) by means of MAPLE 13 algo-
rithm without any loss of precision. An example of this is a digital photo of carrot.
Reduced data sets can be subsequently used for faster processing. The MAPLE soft-
ware environment have been successfully used to determine the shape of agricultural
products [1], [2], [3], [4].


2 Material and methods


2.1 Digital photo processing


A sample digital photo of carrot (bought in May 2010 in Kaufland, Jič́ın) has
been used in this study. But any similar object of natural of artificial origin could


∗The research has been supported by the Grant Agency of the Czech Academy of Sciences under
Contract No. IAA201990701.
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be used. The photo was taken by a digital camera Panasonic DMC-T27 with the
resolution of 10.5 Mpixels. Points creating carrots perimeter were extracted and ap-
proximated as a polygon. This process is in detail described in earlier paper [4]
and the applied Maple algorithm may be downloaded from author’s web page:
www.user.mendelu.cz/barton


2.2 Input data file organization


The input file contains three variables. The first one, O is a list of coordinates
of N points describing carrot perimeter, Oi =[Oi1 , Oi2 ], 1≤ i≤N . The second one P
is a list of n vertexes of the polygon approximating carrot perimeter, Pi = [Pi1 , Pi2 ],
1 ≤ i ≤ 1. List Λ is a list of n sublists containing coordinates of perimeter points
corresponding to sides of the approximating polygon, Λi = [Pj1 , Pj2 ], 1 ≤ j ≤ ni.
For example, Λk is kth element of the Λ and contains coordinates of the perimeter
points corresponding to kth side of the polygon. This side is represented by a kth line
segment with endpoints Pk and Pk+1. All coordinates are in pixels.


2.3 Optimization


Each lateral side of the approximating polygon, hereinafter mentioned only as
side, is given by the pair of their end points –P1 and P2. Square of distance of the
point O from the line given by points P1 and P2 can be expressed as a function:


S(O,P1, P2) =
(P21P12 − P21O2 − P22P11 − P12O1 + P11O2 + P22O1)


2


(P11 − P21)2 + (P12 − P22)2
. (1)


Sum of squares of distances of points corresponding to kth side is:


qk =
nk∑
i=1


S(Λik , Pk, Pk+1) . (2)


Finally sum of squares of all distances is:


Q =
n∑


k=1


qk =
n∑


k=1


(
nk∑
i=1


S(Λik , Pk, Pk+1)


)
, (3)


where Λik is ith member of the kth sublist of the list Λ ; in other words, it is ith point
of the sublist Λk, corresponding to the kth side. As we can see, Q = Q(P1, · · · , Pn) =
Q(P) is a function only of coordinates of the approximating polygon, because coor-
dinates of perimeter points are constant.


2.3.1 Global optimization – global data shaking


The approximating polygon is a closed curve; each endpoint of it belongs to two
sides, P1 = Pi, P2 = Pi+1, for that reason it is not possible to optimize each side
separately. We have to minimize Q with respect to Pn+1 = P1, reflecting condition
of the closed curve - approximating polygon, the end point of the last side is the first
point of the first side. Because Q is a non-linear function of P, it was necessary to
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use the iteration method. The Gauss-Newton iteration method is one of the most
effective tools.


We have to find a new polygon with h vertexes saved in he vector - list G = [Gi],
1 ≤ i ≤ h minimizing Q = Q(G). Vertexes saved in the list P may be used as an
initial approximation. It is not necessary to put h = n, because during the iteration,
both endpoints of the side may be so close that it will be possible to substitute them
by one point. So we may assume that at the beginning of the iteration h = n,, and
that later on it may be that h ≤ n.


Vector P can be corrected by means of list of small corrections ∆P . In this case
we can use:


Q(P + ∆P) = Q(P) + JQ ∆P , (4)


where JQ is the Jacobian matrix and minimizing of (3) is converted into a linear
problem of computation of the vector ∆P. Now we can put P = P + ∆P and
repeat the whole process until the moment when the requested accuracy is reached.
The usual condition of accuracy is ||∆P||2 ≤ ε, where ε is accuracy.


However this approach is divergent, and for that reason unusable.


2.3.2 Local optimization – local data shaking


The main idea of this approach is to optimize only the side with the largest
distance between perimeter points and corresponding polygon sides. In this case we
shall move only with two consequent P1 and P2 points from the vector P, P1 = Pi,
P2 = Pi+1. Index i corresponds to the side with the largest distance from the
perimeter points.


We have to remember that we shall move with three sides. These sides have
indexes i − 1, i and i + 1, and they are given by endpoints Pi−1, Pi, Pi+1 and Pi+2,
but points Pi−1 and Pi+2 are stable, without computed corrections. This approach
is based on the same theory as global optimization, but with a reduced volume.
Because P1 = [P1x, P1y] and P2 = [P2x, P2y] vector P may be organised as P =
[P1x, P1y, P2x, P2y]; organisation of vector of corrections is equivalent.


Non-zero elements of the Jacobian matrix JQ corresponding to the first iteration
step, i = 4, are displayed in the Fig. 1.


During the iteration the following cases may occur:


1. The simplest one is a convergence to desired accuracy. In this case there are
no changes between points corresponding to sides i− 1, · · · , i+ 1.


2. If correction P = P + ∆P is introduced, points on the perimeter may be
closer to the other side. Points form i− 1th side may move up to ith side, from
i + 1th side may move down to ith side. Points from ith side may move down
as well as up. This leads to a redistribution of points between sublists Λi−1, Λi


and Λi+1.


3. If perimeter points are redistributed, the number of points corresponding to
one side may be smaller than or equal to 3. In this case these points may
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Fig. 1: Non-zero elements of the JQ corresponding to the first iteration step.


be distributed between adjacent lines. The number of approximating polygon
vertexes drops down by 1, n = n− 1. The iteration must be restarted.


4. Lines i − 1, i or i, i + 1 may be parallel. Line i is assumed to be parallel if
S(Pi, Pi−1, Pi+1) ≤ 0.25, similar condition may be used for lines i and i+ 1. In
this case these lines may be substituted by one with the endpoints Pi−1, Pi,
or Pi, Pi+1, and sublists Λi−1, Λi or Λi, Λi+1 may be collected. The number
of approximating polygon vertexes drops down by 1, n = n− 1. The iteration
must be restarted.


5. The point is jumping. In the iteration process the point jumps up and down.
In this case the greatest difference of the optimized side of polygon is smaller
than the second one of all points. The iteration may be finished.


If the optimization is finished, the whole process may be repeated with a new
greatest distance until the moment when the same point will be after iteration again
the point with the largest distance. In this case we have two variants of continuation:


Variant 1: To continue with the point with the second largest distance, later with
third etc.


Variant 2: To put new polygon vertex into the point with the greatest distance and
to split corresponding subvector Li into two and to restart the whole process
of iteration. The number of approximating polygon vertexes rises up by 1,
n = n+ 1.


The usual maximal distance is close to 1 pixel. For that reason it is not necessary
to use Variant 2 very often, because the precision of digital photo is ± 1 pixel. This
means that Variant 2 is used only from time to time.


3 Results


The result is again a polygon with a lower number of vertexes than in initial
polygon and with a better approximation of the perimeter of the object. Quality of
the approximation may be evaluated in the following ways:
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1. By means of the greatest displacement.


2. By means of the average displacement.


3. By means of the number of polygon vertexes.


4. By means of the coefficient of linear correlation. The linear correlation is
computed for vectors of distances from the origin of perimeter points and cor-
responding points on the polygon vertexes.


Results are presented in Tab. 1 and Figs. 2 and 3 demonstrating the optimization
of the carrot digital photograph. Carrot perimeter creates 1819 vertexes.


Parameter Input polygon Optimized polygon


Greatest displacement 1.66 1.39
Average displacement 0.46 ± 0.33 0.38 ± 0.27


Vertexes 61 48
Correlation 0.9999923 0.9999942


Data reduction 3.35% 2.64%


Tab. 1: Results of the optimization.
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Fig. 2: Vectors of displacements of the initial and optimized polygon. d = mean displace-
ment, σ = quadratic error of the displacement.
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Fig. 3: Visualisation of the optimized polygon. Displacements are 30× enlarged.


4 Conclusions


The proposed procedure is of a general nature and can be used for data reduction
for the evaluation of other biological as well as artificial shapes. It can serve as
an effective and precise tool for acceleration of the process of computing and for
enabling the calculation itself, when using less powerful hardware, e.g. common PC
with a computer algebra program and/or in case of data processing using methods
of non-linear regression.
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[3] Bartoň, S.: Three dimensional modelling of the peach in Maple. In: Chleboun J.,
(Ed)., Programs and Algorithms of Numerical Mathematics, pp. 7-14. 1st ed.
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HIGH RESOLUTION SCHEMES FOR OPEN CHANNEL FLOW∗


Marek Brandner, Jǐŕı Egermaier, Hana Kopincová


Abstract


One of the commonly used models for river flow modelling is based on the Saint-
Venant equations – the system of hyperbolic equations with spatially varying flux
function and a source term. We introduce finite volume methods that solve this
type of balance laws efficiently and satisfy some important properties at the same
time. The properties like consistency, stability and convergence are necessary for
the mathematically correct solution. However, the schemes should be also positive
semidefinite and preserve steady states to obtain physically relevant solution of the
flow problems. These schemes can also be modified to a high order version or for
solving flow problems with a friction source term.


1 Introduction


One of the most general models for simulating fluid flow is based on the Navier-
Stokes equations. This model is suitable for viscous incompressible flow, but it is
not directly applicable to open channel flow problems. In this case it is necessary
to define some conditions on moving boundary or to use the model with the inter-
action between water and air layer. In our case it is convenient to use the simpler
model based on the Saint-Venant equations. They are the most common choice
which describes incompressible open channel flow, where vertical component of the
acceleration is neglected. This model can be used for river flow or for problems of
coastal areas flow.


2 Mathematical model


The one-dimensional Saint-Venant equations have the following form:


ht + (hv)x = 0,


(hv)t +


(
hv2 +


1


2
gh2


)


x


= −ghBx, (1)


where h = h(x, t) is the unknown fluid depth, v = v(x, t) is the unknown horizontal
velocity, B = B(x) is the elevation of the bottom surface and g is the gravitational
constant. The other source terms (e.g. friction term important for flood modelling)
can be added into the system. In the following parts of this paper we use, for


∗This work has been supported by the Research Plan MSM 4977751301 and by Moravian-Silesian
region.
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simplicity, the system in the form (1). This system can be simply written in the
matrix form


ut + [f(u)]x = ψ(u, x). (2)


The following schemes use the finite volume discretization with the space step ∆x
such that xj = j∆x, j ∈ Z, and adaptive time step ∆tn based on the CFL stability
condition.


3 Properties of the methods


In addition to important properties like conservation, consistency and stability
the numerical schemes should satisfy some other ones.


• Positive semidefiniteness – some of the unknown functions have to be non-
negative from their physical fundament. Therefore it is necessary to use such
a scheme that satisfies the nonnegativity of these functions. We suppose h ≥ 0
in our problem.


• Preserving steady states – the numerical scheme should preserve such steady
states, which occur in the exact solution. The steady state means ut = 0
and therefore [f(u, x)]x = ψ(u, x). Then the numerical scheme should balance
the flux difference and the approximation of the source terms. The presented
schemes do not preserve general steady states but only the special one called
“rest at lake” (h+B = const., v = 0).


• High resolution – we can construct the scheme of the high order of accuracy.
However, the high order schemes produce spurious oscillations in the regions
with discontinuities in the solution. Therefore our goal is to construct such
a scheme which is of high order of accuracy in the area with the smooth solution
and first order accurate if there exist jumps in the solution. Moreover, this
scheme should contain a small amount of artificial diffusion.


Furthermore, the big advantage of the method is its possibility to use long time
steps, especially if we solve large scale problems. From this point of view we can
choose between explicit and implicit methods.


Explicit methods are easier to implement and they have low cost per time step,
because they need not solve any system of algebraic equations. However, the time
step is bounded by the CFL stability condition. Furthermore, they are often ineffi-
cient for the solution of the stationary problems.


On the other hand, the implicit methods are unconditionally stable or stable over
a wide range of the time steps. But they have high cost per time step which is caused
by solving the system of algebraic equations. The linear solvers have also problems
with convergence as time step increases. Implicit schemes are often insufficiently
accurate for transient problems at large time step.


The main idea is to construct an adaptive semi-implicit scheme with advantages
of the implicit and explicit methods.
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4 Semi-implicit upwind method


The following scheme is based on the Roe type scheme described in [1]. The
general semi-implicit finite volume scheme for balance laws in the conservative form
can be written as


Un+1
j −Un


j


∆t
= − 1


∆x
[(1−θ)(Fn


j+1/2−Fn
j−1/2)+θ(Fn+1


j+1/2−Fn+1
j−1/2)]+(1−θ)Ψn


j +θΨn+1
j ,


(3)
where Un


j is the approximation of integral average of unknown function u(x, t) in
the cell 〈xj−1/2,j+1/2〉 at the time tn


Un
j ≈ 1


∆x


∫ xj+1/2


xj−1/2


u(x, tn)dx.


The numerical fluxes Fn
j+1/2 approximate the flux function at the the boundary of


neighbouring cells j and j+1 and Ψn
j is a suitable approximation of the source term


in the cell 〈xj−1/2,j+1/2〉. The finite volume methods are in detail described in [3].
The parameter θ takes values from the interval 〈0, 1〉. For θ = 0 the scheme is


explicit, for θ = 1 it is implicit and for 0 < θ < 1 it is the semi-implicit scheme. The
time step of the explicit scheme for hyperbolic problems is bounded by the stability
CFL condition. The CFL number can be defined as


CFL =
∆t


∆x
max
p=1,2


|λp|,


where λp are approximations of the eigenvalues of the Jacobian matrix ∂f/∂u. It has
been shown [1] that the CFL number for the Roe type semi-implicit scheme satisfies


CFL ≤ 1


1− θ


in the scalar case. The construction of the numerical fluxes at the time level tn is
based on the approximate Jacobian matrix An


j+1/2 ≈ ∂f/∂u(xj+1/2, tn). The numer-
ical flux has the form:


Fn
j+1/2 =


1


2
[f(Un


j ) + f(Un
j+1)]−


1


2
|An


j+1/2|(Un
j+1 −Un


j ),


where
|An


j+1/2| = Rn
j+1/2|Λn


j+1/2|Ln
j+1/2R


n
j+1/2.


Here, |Λn
j+1/2| = diag(|λp,n


j+1/2|), where λp,n
j+1/2 are eigenvalues of A


n
j+1/2, and Rn


j+1/2 is
the matrix of the right eigenvectors of An


j+1/2. In the case of the first order scheme
the matrix Ln


j+1/2 is the identity matrix I, in the case of the flux limited scheme it
has the form


Ln
j+1/2 = I+ diag


(
ϕ(u)


(
1−min


{
1, |λp,n


j+1/2|
∆t


∆x


}))
,
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where ϕ(u) is some limiter function based on the jumps of the unknown function
u(x, t). It is clear that for CFL > 1 we also obtain the first order upwind scheme.


The construction of the numerical fluxes at the time level tn+1 is very similar.
We use new values of the unknown function Un+1, but if we do not want to solve
a nonlinear system of algebraic equations it is necessary to use a linearization for
evaluating the flux function, i.e.


f(Un+1
j ) ≈ f(Un


j ) +An
j+1/2(U


n+1
j −Un


j ). (4)


It remains to define the approximation of the source terms. To preserve the balancing
property it is useful to decompose the source term integral in a similar way as the
numerical fluxes:


Ψn
j = Ψn,−


j+1/2 +Ψn,+
j−1/2,


where


Ψn,±
j+1/2 =


1


2
(I±A−1


j+1/2|Aj+1/2|)Ψn
j+1/2.


Then we can construct a block tridiagonal system of the linear equations.


5 Semi-implicit central-upwind method


Central-upwind schemes, based on the scheme described in [2], preserve only
special steady states, where the spatial derivatives of unknown functions (or their
reconstructions) are equal to zero. So we define new unknown function for water
level c = h + B (to preserve special steady state “rest at lake”, where hv = 0
and c = h + B = const.). Then the system of the Saint-Venant equations can be
rewritten in terms of c and momentum hv as


(
c
hv


)


t


+


(
hv


(hv)2/(c−B) + g(c−B)2/2


)


x


=


(
0


−g(c−B)Bx


)
.


The semidiscrete conservative scheme has the following form:


d


dt
Uj(t) = −Fj+1/2(t)− Fj−1/2(t)


∆x
+Ψj(t).


Numerical fluxes at the time tn are defined as (see [2])


Fn
j+1/2 =


an,+j+1/2f(U
n,−
j+1/2)− an,−j+1/2f(U


n,+
j+1/2)


an,+j+1/2 − an,−j+1/2


+
an,+j+1/2a


n,−
j+1/2


an,+j+1/2 − an,−j+1/2


[
Un,+


j+1/2 −Un,−
j+1/2


]
,


(5)
where the approximations of the speeds of the local waves are defined as


an,+j+1/2 = max
{
λ2


(
f ′(Un,−


j+1/2)
)
, λ2


(
f ′(Un,+


j+1/2)
)
, 0
}
,


an,−j+1/2 = min
{
λ1


(
f ′(Un,−


j+1/2)
)
, λ1


(
f ′(Un,+


j+1/2)
)
, 0
}
,


(6)
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and Un,±
j+1/2 are the left and the right values of some polynomial reconstruction of


the unknown function at xj+1/2 (in this case Un,±
j+1/2 = [Cn,±


j+1/2, (HV )n,±j+1/2]
T ). There


exist many available reconstructions. We use the following polynomial TVD recon-
struction (the symbol U represents the components of the vector U):


Un,+
j+1/2 = Un


j+1 −
(
1−min


{
1, λmax


j+1/2
∆t
∆x


})
∆x
2
(Ux)


n
j+1,


Un,−
j+1/2 = Un


j +
(
1−min


{
1, λmax


j+1/2
∆t
∆x


})
∆x
2
(Ux)


n
j ,


(7)


where λmax
j+1/2 = max


p=1,2
|λp,n


j+1/2| and the symbol (Ux)
n
j stands for


(Ux)
n
j =







(Ux)
n
j,L if |(Ux)


n
j,L| ≤ |(Ux)


n
j,R| and (Ux)


n
j,L · (Ux)


n
j,R > 0,


(Ux)
n
j,R if |(Ux)


n
j,L| > |(Ux)


n
j,R| and (Ux)


n
j,L · (Ux)


n
j,R > 0,


0 if (Ux)
n
j,L · (Ux)


n
j,R ≤ 0,


(8)


where


(Ux)
n
j,L =


Un
j − Un


j−1


∆x
, (Ux)


n
j,R =


Un
j+1 − Un


j


∆x
.


To preserve the special steady state “rest at lake” it is also necessary to choose
approximation of the source term which is equal to the numerical flux difference.
This difference can be expressed as


−
F


n,(2)
j+1/2 − F


n,(2)
j−1/2


∆x
= − 1


2∆x
g
((


Cn
j+1/2 −B(xj+1/2)


)2 − (
Cn


j−1/2 −B(xj−1/2)
)2)


= g
B(xj+1/2)−B(xj−1/2)


∆x
·
Cn


j+1/2 −B(xj+1/2) + Cn
j−1/2 −B(xj−1/2)


2
.


Therefore the consistent discretization of the source terms has the form


Ψ
n,(2)
j = −g


B(xj+1/2)−B(xj−1/2)


∆x
·


(
Cn,−


j+1/2 −B(xj+1/2)
)
+
(
Cn,+


j−1/2 −B(xj−1/2)
)


2
.


(9)
Now we are ready to construct the semi-implicit central-upwind scheme based on the
same ideas as the semi-implicit upwind scheme described before. This scheme has
the form (3) and the numerical fluxes at the time level tn+1 are defined as follows:


Fn+1
j+1/2 =


an,+j+1/2f(U
n+1,−
j+1/2 )− an,−j+1/2f(U


n+1,+
j+1/2 )


an,+j+1/2 − an,−j+1/2


+
an,+j+1/2a


n,−
j+1/2


an,+j+1/2 − an,−j+1/2


[
Un+1,+


j+1/2 −Un+1,−
j+1/2


]
.


(10)
We can see that the approximations of the maximum speeds of the local wave are the
same as the approximations at the time level tn. The reconstruction of the unknown
functions is based on the (7) again. However, if we use (7) (especially choice of the
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differences (8)) for the values at the time level tn+1 by the same way as for the values
at the time level tn then (3) is the nonlinear system of algebraic equations. Therefore
we define the components of (Ux)


n+1
j as


(Ux)
n+1
j =







(Ux)
n+1
j,L if |(Ux)


n
j,L| ≤ |(Ux)


n
j,R| and (Ux)


n
j,L · (Ux)


n
j,R > 0,


(Ux)
n+1
j,R if |(Ux)


n
j,L| > |(Ux)


n
j,R| and (Ux)


n
j,L · (Ux)


n
j,R > 0,


0 if (Ux)
n
j,L · (Ux)


n
j,R ≤ 0,


where


(Ux)
n+1
j,L =


Un+1
j − Un+1


j−1


∆x
, (Ux)


n+1
j,R =


Un+1
j+1 − Un+1


j


∆x
.


Then (3) is the linear system of algebraic equations. If we use CFL > 1, the
reconstructed function is piecewise constant and the scheme is of the first order of
accuracy.


The linearization of the flux function is provided in the same manner as in (4).
The approximation of the source terms is simply defined by (9) with the reconstruc-
tion values Cn+1,±, i.e.


Ψ
n+1,(2)
j = −g


B(xj+1/2)−B(xj−1/2)


∆x
·


(
Cn+1,−


j+1/2 −B(xj+1/2)
)
+
(
Cn+1,+


j−1/2 −B(xj−1/2)
)


2
.


and the scheme still preserves the steady state “rest at lake”.


6 Numerical experiment


This experiment simulates the steady state “rest at lake”. The described variants
of the central-upwind method are used. The initial conditions (Figure 1, top left)
are defined by


h(x, 0) +B(x) = 12, v(x, 0) = 0.


Boundary conditions are defined by zero discharge q(0, t) = const. = 0 and extrap-
olation of water level at the left boundary. The extrapolation of the discharge and
water level is used on the right end of the interval. In Figure 1 we can see the compar-
ison between the solutions computed by the balanced (bottom left) and unbalanced
(top right) explicit method. In the case of balanced implicit method (bottom right)
CFL = 1000 is used and the solution is depicted at the time t = 10000s.


7 Conclusions


We presented the high-resolution semi-implicit central upwind scheme for solving
the Saint-Venant equations, which combines some of the advantages of implicit and
explicit methods. As the basis for the implicit method we used the explicit method,
which is positive, computationally efficient and preserves the special steady states.
Since the method is nonlinear due to nonlinearity of the problem and the use of the
limiter, we proposed the special linearized reconstruction of unknown functions at
the time level tn+1. The resulting semi-implicit method preserves the special steady
states and it is also positive.
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Fig. 1: Comparison of the approximate solutions for the steady state problem.
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INSTABILITY OF MIXED FINITE ELEMENTS
FOR RICHARDS’ EQUATION∗


Jan Březina


Abstract


Richards’ equation is a widely used model of partially saturated flow in a porous
medium. In order to obtain conservative velocity field several authors proposed to use
mixed or mixed-hybrid schemes to solve the equation. In this paper, we shall analyze
the mixed scheme on 1D domain and we show that it violates the discrete maximum
principle which leads to catastrophic oscillations in the solution.


1 Introduction


A standard model for the water flow in a partially saturated porous medium is
Richards’ equation which can by written as the system:


∂tθ(h) + div(u) = f in (0, T )× Ω, (1)


u = −k(h)∇(h+ z) in (0, T )× Ω. (2)


The unknowns are the pressure head h and the water velocity u while the other
involved quantities are the density of volume water sources f , the z-coordinate,
assumed to be in opposite direction to the gravity force, the water content θ and
the hydraulic conductivity k, where θ and k are given nonlinear function of h. Both
equations are considered on the domain Ω ⊂ RN and during the time interval (0, T ).
Through this work we consider the Dirichlet boundary condition hD on ΓD ⊂ ∂Ω,
the homogeneous Neumann condition u = 0 on the remaining part of the boundary,
and the initial condition h0 for the pressure head.


The characteristic functions θ(h) and K(h) are empirical. We assume the most
common Mualem – van Genuchten model [6], [5]:


θ(h) = θr + (θs − θr)θ̃(h), (3)


θ̃(h) = (1 + (αh)n)−m, m = 1− 1/n (4)


k(h) = ksθ̃
0.5


(
1− (1− θ̃1/m)m


)2


, (5)


where θr, θs, n, α, and ks are suitable soil parameters.


∗This work was realized under the state subsidy of the Czech Republic within the research
and development project “Advanced Remediation Technologies and Processes Center” 1M0554 –
Programme of Research Centers PP2-D01 supported by Ministry of Education.
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System (1 – 2) represents a quasilinear degenerated parabolic-elliptic equation.
The existence and uniqueness of the solution as well as some regularity properties
were proved by Alt, and Luckhaus [1]. When solving Richards’ equation numerically,
we want to obtain a discrete velocity field which satisfies a discrete version of the
continuity equation (1) up to the given tolerance of the nonlinear solver. This is
important for a subsequent simulation of the water transport. That is why mixed or
mixed-hybrid finite elements are used by many authors, e.g. [4], [3].


Motivated by these works, we want to develop a simulator that can solve cou-
pled Richards’ equations on domains of different dimension. Since the solution of
Richards’ equation evolves substantially only around a small wetting front region,
adaptivity is crucial to achieve reasonable performance. To meet these two require-
ments, we have decided to try C++ finite element library DEAL II [2]. The library
allows to produce a dimension independent code with h, p, and hp versions of adap-
tivity and provides a rich palette of finite elements. The only but fundamental
restriction of the library is that elements have to be topologically equivalent to hy-
percubes. However, during tests of our code we have observed serious oscillations
of the solution. Aim of this paper is to present these observations and give an
explanation of this behavior.


The paper is organized as follows. First, the mixed discretization is described.
Then, in Section 3, we make its comparison with a primary discretization and we
demonstrate the presence of instabilities. In the last section, we derive a condition
under which the mixed scheme obeys a discrete maximum principle in 1D and we
discuss some similar results.


2 Mixed finite elements


In order to derive mixed formulation of the system (1 – 2), we multiply the first
equation by a scalar test function ϕ, while in the second equation we divide by k, test
by a vector valued function ψ and integrate by parts in the pressure term. Finally,
we are looking for a solution h ∈ L2(Ω), u ∈ H(div,Ω) which satisfies


∫


Ω


k−1(h)(u ·ψ)−
∫


Ω


hdivψ =


∫


Ω


zdivψ −
∫


∂Ω


(hD + z)ψ · n, (6)


−
∫


Ω


∂tθ(h)ϕ−
∫


Ω


ϕdivu = −
∫


Ω


fϕ (7)


for all ψ ∈ H(div,Ω) and ϕ ∈ L2(Ω), where H(div,Ω) is a space of vector valued
L2-function with divergence in L2(Ω).


Next, we consider a decomposition T = {Ki} of the domain Ω ⊂ RN into lines
(N = 1), quadrilaterals (N = 2) or hexahedrons (N = 3). On this computational
grid we use Raviart-Thomas finite elements RTd with order d for discretization of the
velocity and discontinuous polynomial finite elements Pd of order d for discretization
of the pressure head. More specifically, we consider discrete solution in a form
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u(t,x) =
∑
i


ũi(t)ψi(x), h(t,x) =
∑
i


h̃i(t)ϕi(x), (8)


where ũ and h̃ are unknown coefficient vectors. The backward Euler is used for
temporal discretization. A fully implicit scheme is necessary to avoid oscillations on
the saturated part of the domain where the equation becomes elliptic. Finally, we
obtain a nonlinear system of equations which we solve by simple Picard iterations.
Resulting linear system for the solution h̃k, ũk in iteration k of time tn reads


A(hk−1)ũk +Bh̃k = F (9)


BT ũk +D(hk−1)h̃k = G(hk−1) (10)


with


Ai,j(h
k−1) =


∑
K∈T


∫


K


k−1(hk−1)(ψi ·ψj),


Bi,j = −
∑
K∈T


∫


K


ϕidivψj ,


Di,j(h
k−1) =


∑
K∈T


∫


K


−θ′(hk−1)


dt
ϕiϕj ,


Fi =
∑
K∈T


∫


K


zdivψi −
∫


K∩ΓD


(z + hD)ψi · n,


Gi(h
k−1) =


∑
K∈T


∫


K


−θ′(hk−1)hk−1


dt
ϕi +


θ(hk−1)− θ0


dt
ϕi ,


where hk−1 is the actual discrete pressure head field according to (8) and θ0 is the
water content field from the previous time tn−1. Before solving system (9) – (10), we
use the last pressure head h̃k−1 to resolve equation (9) and compute a residuum rk−1


of the equation (10). Iterations are stopped, when l2-norm of the residuum drops
under the prescribed tolerance. Then the residuum is subtracted from the actual
water content which forms θ0 for the next time step. This way we achieve a perfect
conservation of the total water content over the whole domain.


3 Comparison of mixed and primary discretization


The described mixed finite element approximation with the lowest element order
d = 0 (MFE) have been compared with a mature one dimensional solver based on
the primary linear finite element (FE) approximation of the pressure. The latter
solver was thoroughly tested against experimental data in cooperation with Vogel
et al. [7].


The setting of the one dimensional infiltration test problem was as follows: a verti-
cal domain (−5, 0) [m], the constant initial pressure head h0 = −150 [m], the Dirichlet
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Fig. 1: Infiltration velocity on the top of the vertical 1D domain. The stable FE scheme
(left) and the unstable MFE scheme (right).


boundary condition hD = 1 [m] on the top and the homogeneous Neumann condi-
tion on the bottom. The parameters of the soil model were n = 1.14, α = 0.1 [m−1],
θr = 0.01, θs = 0.480, ks = 2 [mh−1]. This setting leads to a steep wetting front
during the initial phase, thus we have to use short time steps. The wetting front
goes from the top to the bottom so that the pressure head should be monotonous
in time and space, increasing from −150 up to 1 + z. The velocity should be always
negative. The MFE code was run on meshes with steps 0.01, 0.1, and 0.5 the FE
code was run only for steps 0.01 and 0.5. All simulations were started with the time
step 10−6 and the time step is enlarged if the number of nonlinear iterations drops
under 3.


Figure 1 shows the infiltration velocity on the top of the domain up to the full
saturation of the domain. For the fine mesh step 0.01 the results are comparable. The
infiltration computed by the MFE code takes just little bit longer compared to the
FE code. On the other hand, for the coarser meshes, the MFE code produces terrible
oscillations while the FE code still provides satisfactory results. The oscillations are
not only in time but also in space and they get worse with shorter time steps or
larger mesh steps. Values of the pressure head leave the valid interval [−150, 1] and
positive values of the velocity appear.


4 Discrete maximum principle


Maximum principle for elliptic PDEs states that a solution of the equation


div(−k̃∇h) + c̃h = f̃ on Ω, h = g̃ on ∂Ω, (11)


with k̃ > 0, c̃ ≥ 0, is non-negative provided f̃ and g̃ are non-negative. If a similar
property holds for a discrete problem, we say that it obeys the discrete maximum
principle (DMP).


In view of the previous section it seems that the MFE scheme violates DMP for the
short time steps. To show this, we shall analyze one linear step, i.e. system (9)–(10),
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which can be viewed as the discretization of the linear elliptic problem (11) with
k̃ = k(h), c̃ = θ′(h)/dt, and suitable positive f̃ . We consider one dimensional
domain with grid points x1 < x2 < · · · < xn and the lowest order elements d = 0.
Further, we use equivalent mixed-hybrid discretization of (11). On every element
Ki = (xi, xi+1) the discrete solution is represented by the pressure head hi in the
center of the element, by the traces h̊1,2


i on the element boundary, and by the velocity
ui = u1


iψ
1 + u2


iψ2. The velocity is linear combination of discontinuous RT0 base
functions


ψ1
i (x) =


xi+1 − x


xi+1 − xi


, ψ2
i (x) =


x− xi


xi+1 − xi


where coefficients u1,2
i are the outer normal fluxes from the element i. Proceeding


similarly as in the case of mixed formulation we obtain a discrete version of (11):


∑
j=1,2


k̃−1
i uj


i


∫


Ki


ψm
i ψ


j
i = hi − h̊m


i for m = 1, 2 (12)


c̃ihi|Ki|+ u1
i + u2


i = f̃i|Ki| (13)


u2
i = −u1


i+1, h̊2
i = h̊1


i+1. (14)


We denote h̊i = h̊2
i = h̊1


i+1. The integral in (12) evaluates to |Ki|/3 and −|Ki|/6
for m = j and m 6= j, respectively. On the Dirichlet boundary xn we set h̊1


n = hD.
Then, eliminating hi and u1,2


i from the system, we obtain an equation for h̊i:


ai−1̊hi−1 + (bi−1 + bi)̊hi + ai̊hi+1 = ci−1 + ci (15)


where


ai =
2k̃i
|Ki| −


αiαi


βi


, bi =
4k̃i
|Ki| −


αiαi


βi


, ci =
αi|Ki|f̃i


βi


, (16)


αi =
6k̃i
|Ki| , βi = |Ki|c̃i + 2αi. (17)


Equation (15) is one row of a linear system Åh = c, where vector c is non-negative
provided f̃i and hD are non-negative. In order to obtain a non-negative solution h̊,
the matrix A has to have positive inverse. This holds if A is so called M -matrix,
that is a matrix with positive diagonal entries, non-positive off diagonal entries, and
positive row sums. In our case this is equivalent to ai ≤ 0, bi > 0, and ai + bi > 0.
The later two inequalities are always true, while the first one holds only if


|Ki|2
6


≤ k̃i
c̃i


= dt
k(hi)


θ′(hi)
. (18)


For positive f̃ and g̃, this condition implies positive nodal pressures h̊i. Then the
elemental pressures hi are also positive since


hi =
|Ki|f̃i + αi(̊h


1
i + h̊2


i )


βi


.
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Further numerical experiments reveal that oscillations of the solution appear
exactly on that elements where the condition (18) does not hold. Thus to get stable
scheme one has to adapt the element size |Ki| according to the condition. However,
the right hand side tends to zero as hi → −∞, at least for the soil model (3)–(5). It
means we should use small mesh step on the dry region which is highly ineffective
since the solution is mainly constant there. Situation is even worse for mixed elements
on 2D quadrilaterals or 3D hexahedrons since they never lead to M -matrix even for
c̃i = 0.


In the paper due to Younes, Ackerer, and Lehmann [8] authors prove stability
conditions similar to (18) for mixed-hybrid elements on triangular and tetrahedral
meshes. We can conclude that the mixed scheme for the Richards’ equation is stable
only for large time steps and therefore is not suitable for a robust solver. However,
one can try to modify the mixed scheme to make it more stable. In fact two such
modifications were already proposed in [8].
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SOME REMARKS ON AVERAGING IN THE BDDC METHOD∗


Marta Čert́ıková, Pavel Burda, Jaroslav Novotný, Jakub Š́ıstek


1 Introduction


The Balancing Domain Decomposition based on Constraints (BDDC) method
introduced in [1] is one of the latest domain decomposition methods. It can be
understood as an improvement of the primal Neumann-Neumann domain decompo-
sition method. As it has been recently shown in [3], a primal preconditioner of such
type is determined by the choice of two operators: the injection R and the averag-
ing E. These two operators appear also in the estimate of the condition number of
the preconditioned operator (see (4) bellow).


The choice of the operator R can be formulated as the choice of continuity con-
ditions across the interface (coarse unknowns). A lot of work has been invested
into research of relations between the choice of coarse unknowns and the quality of
preconditioning, and significant results were obtained (e.g. in [2, 3]).


On the other hand, the averaging operator E seems to be aside from the main
effort of the investigation so far. Standard choices of E found already in [1] are
arithmetic average and average weighted by diagonal entries of matrices of local
problems.


In this paper, we introduce a general framework for derivation of the averaging
operator, from which the standard choices are recovered by simplifications. Then,
an alternative approach derived by another simplification is proposed and tested on
a 2D example.


2 Reduction of the problem to the interface


Let us consider a boundary value problem with a self-adjoint operator defined on
a domain Ω ⊂ R2 or R3. If we discretize the problem by means of the standard finite
element method (FEM), we arrive at the solution of a system of linear equations in
the matrix form


Ku = f , (1)


whereK is large, sparse, symmetric positive definite (SPD) matrix and f is the vector
of the right-hand side.


∗This work was supported by Czech Academy of Sciences through AV0Z10190503, by grant
No. 106/08/0403 of the Czech Science Foundation and by the project of the Research Cen-
tre 1M0554. We also acknowledge fruitful conversations with Jan Mandel, University of Colorado
Denver.
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Let us decompose the domain Ω into N non-overlapping subdomains Ωi, i =
1, . . . N . Unknowns common to at least two subdomains form the global interface
denoted as Γ. Remaining unknowns are classified as belonging to subdomain in-
teriors. The global interface Γ can be expressed as union of local interfaces Γi,
i = 1, . . . N , containing interface unknowns involved just in subdomain Ωi.


The first step used in many domain decomposition methods including BDDC is
the reduction of the problem to the interface. Without loss of generality, suppose
that unknowns are ordered so that interior unknowns form the first part and the


interface unknowns form the second part of the solution vector, i.e. u =
[
uo û


]T
,


where uo stands for all interior unknowns and û for unknowns at interface. Now,
system (1) can be formally rewritten to block form


[
Koo Kor


Kro Krr


] [
uo


û


]
=


[
fo
f̂


]
. (2)


The hat symbol (̂) is used to denote global interface quantities. If we suppose the
interior unknowns ordered subdomain after subdomain, then the submatrix Koo is
block diagonal with each diagonal block corresponding to one subdomain.


After eliminating all the interior unknowns from (2), we arrive at Schur comple-
ment problem for the interface unknowns


Ŝ û = ĝ, (3)


where Ŝ = Krr −KroK
−1
oo Kor is the Schur complement of (2) with respect to the in-


terface and ĝ = f̂−KroK
−1
oo fo is sometimes called condensed right-hand side. Interior


unknowns uo are determined by interface unknowns û via the system of equations
Koouo = fo − Korû, which represents N independent subdomain problems with
Dirichlet boundary condition prescribed on the interface and can be solved in par-
allel. The main objective represents the solution of problem (3), which is solved by
the preconditioned conjugate gradient method (PCG).


3 Primal DD methods and BDDC


The main idea of the primal DD substructuring methods of Neumann-Neumann
type can be expressed as splitting the given residual of PCG method to subdomains,
solving subdomain problems and projecting the result back to the global domain.
The primal preconditioner can be written as M = ES−1ET , where operator ET


represents splitting of the residual to subdomains, S−1 stands for solution of sub-
domain problems, and E represents projection of subdomain solutions back to the
global problem by some averaging [3]. The condition number κ of the preconditioned


operator MŜ is bounded by
κ ≤ ||RE||2S , (4)


where operator R splits the global interface into subdomains and the energetic norm
on the right-hand side is defined by the scalar product as ||u||2S = 〈Su, u〉. The
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relationship (4) was proved in [3] assuming that ER = I, which means that if the
problem is split into subdomains and then projected back to the whole domain, the
original problem is obtained.


If we use independent subdomain problems only (no continuity conditions across
the interface), the operator S is expressed by a block diagonal matrix S with diag-
onal blocks Si representing local Schur complements on subdomains. Relationship
between global and local problems can be expressed in matrix form as


Ŝ = RTSR =
∑
i


RiTSiRi , u = Rû , û = Eu, (5)


where Ri represents prolongation operator from local (subdomain) interface Γi to
the global interface Γ and E performs some averaging.


The main idea of the BDDC ([1]) is to introduce a global coarse problem in order
to achieve better preconditioning and to fix ‘floating subdomains’ by making their
local Schur complements invertible. The matrix S is then positive definite, but it
is not block diagonal any more, R now represents splitting of the global interface
into subdomains except the coarse unknowns, and ET distributes residual among
neighbouring subdomains only in those interface unknowns which are not coarse.
Thus in BDDC, only part of the global residual is split into subdomains; residual at
the coarse unknowns is left undivided – it is processed by the global coarse problem.


4 Choice of the averaging operator E


We start by algebraic analysis of an elliptic problem on a domain divided into
two subdomains, assuming coarse unknowns to be values at nodes only, and then
generalize the results. For an illustration of this simple case see Figure 1.


4.1 Projection RE and its complement in matrix representation


Let us assume that on the interface there are m coarse nodes and n nodes which
are not coarse. Suppose that nodes are ordered so that nodes that are not coarse are
numbered subdomain by subdomain and the coarse nodes are the last. Then, in the
simple case of two subdomains, the vectors û and u of values at the interface nodes
and the matrices Ŝ, S and R will have the following structure:


Ŝ =


[
Ŝrr Ŝrc


Ŝcr Ŝcc


]
, u =






u1
r


u2
r


uc



 , S =






S1
rr 0 S1


rc


0 S2
rr S2


rc


S1
cr S2


cr Ŝcc



 , R =






In 0
In 0
0 Im



 , (6)


where uc represents coarse unknowns, u
i
r local interface unknowns that are not coarse,


Ik is the identity matrix of dimension k and Si
rr is symmetric positive definite matrix


of dimension n. Matrix Si
rr represents local Schur complement for i-th subdomain


problem with zero values prescribed at coarse nodes. In the case of two subdomains,
from (5) and (6) we have S1


rr + S2
rr = Ŝrr. From ER = In+m it follows


E =


[
A In −A 0
C −C Im


]
, (7)
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Fig. 1: Test problem. 2D Poisson equation on a rectangular domain divided into two
rectangular subdomains – left and right ones. Values of the solution at the interface nodes
are marked by dots. The two coarse nodes are chosen on the opposite sides of the interface
and are marked by circles.


where A can be any weighting matrix for nodes that are not coarse and C is any
matrix. Now we have the following decomposition of unity:


I = RE+ (I−RE) =






A In −A 0
A In −A 0
C −C Im



 +






In −A A− In 0
−A A 0
−C C 0



 (8)


(for brevity we write I instead of I2n+m). The projection RE can be viewed as some
weighted average of values from adjacent subdomains at the interface nodes and the
complementary projection I −RE (which has the same energetic norm and is used
in FETI-DP) as a weighted jump in these values. Its action on a given vector u of
values at interface nodes can be expressed as


(I−RE)u =






In −A A− In 0
−A A 0
−C C 0








u1
r


u2
r


uc



 =






(A− In)d
Ad
Cd



 , (9)


where d = u2
r − u1


r is the jump in values at interface nodes that are not coarse.
For simplicity it is usually assumed that C = 0 and A is diagonal. In what


follows, we will try to achieve optimality only within this restricted class of choice
of E.


31







4.2 Approximate minimization of the energy norm of the projection


Our approach is to start with some fixed u with the interface jump d and try
to find E so that it minimizes energetic difference between u and û = Eu. In other
words, we are trying to minimize the energy norm of the projection (I − RE)u of
the given vector u. The square of the energy norm can be expressed as


||(I−RE)u||2S = uT (I−RE)TS(I−RE)u = dT (AT ŜrrA−ATS1
rr −S1


rrA+S1
rr )d .


Here we use the fact that Ŝrr = S1
rr + S2


rr in the case of two subdomains.
A considerable effort is invested into minimization of this norm using the def-


inition of R in the adaptive BDDC method [2]. Here, we follow a different path
and concentrate on the matrix E. Let A = diag(α1, α2, . . . , αn). Then the formula
above can be seen as a quadratic function of variables αi, which can be minimised
by computing all partial derivatives and equating them to zero:


∂


∂αi


||(I−RE)u||2S = 2di


(∑
j


ŝijαjdj −
∑
j


s1ijdj


)
= 0 ∀ i . (10)


Here di stands for the i-th component of the jump vector d, elements of the matrix Ŝrr


are denoted as ŝij, and elements of the matrix S1
rr are denoted as s1ij. Problem (10)


represents solution of a system of linear equations of dimension n with a dense system
matrix. Values of αi obtained from (10) are tailored to the interface jump d of the
given u. Vector u changes in every iteration step, so values of αi are also recomputed.


Solving (10) is in general nearly equally difficult as solving the original system (3).
In order to solve this system with a reasonable effort, we can use some simplifying
assumptions and solve it only approximately. One option is to omit all off-diagonal
entries of matrices Ŝrr and S1


rr, which leads to the popular choice of


αi = s1ii/(s
1
ii + s2ii) . (11)


It is interesting to notice that in this case the solution does not depend on the chosen
jump vector d and we can consider it as some approximation of minimising norm of
the projection I−RE as a whole. The main drawback of this choice is the necessity of
computing the values of the diagonal entries of the matrices S and Ŝ, which otherwise
need not be explicitly computed. For this reason, corresponding values at diagonal
of original matrices K1 and K2 are often used instead of diagonal entries of Schur
complements in formula (11) (e.g. in [1]).


4.3 A new construction of the averaging operator


We propose another approach. Let us assume d to be some test vector chosen
so that it simplifies the system of equations (10). One option is to choose all the
cartesian basis vectors ek, one after another – then we again arrive at solution (11).


For less elementary test vectors d we make an additional simplification: Let us
assume that all αi are equal to the same value of α for some set of nodes (so we
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are going to find some average value). This is not as strange assumption as it may
seem at the first glance: for large problems divided into a lot of relatively small
subdomains by some automatic graph tool we probably can expect homogeneous
behaviour along the interface for most pairs of adjacent subdomains. Then, after
adding all equations (10) together, we get


α = dTS1
rr d/d


T (S1
rr + S2


rr)d. (12)


This formula requires only matrix-vector products that are already computed in the
PCG method and it can be generalized to more than 2 subdomains. Our proposition
is to choose several test vectors with nonzero values at some selected nodes only
(typically face or edge) and compute corresponding value of α.


5 Numerical results and conclusion


For a simple preliminary test depicted in Figure 1, a 2D Poisson equation on
a rectangular domain was chosen. The domain was divided into two rectangular
subdomains (different in size), both of which touch the boundary with prescribed
Dirichlet boundary condition. The problem was discretized by FEM with bilinear
elements. BDDC was used just as an iteration method, not as a preconditioner
combined with PCG. Four different methods for choice of the averaging operator E
were tested:


I : arithmetic average, i.e. α = 0.5,
II : weighted average (11), i.e. αi = s1ii/(s


1
ii + s2ii),


III : proposition (12) with d = (1, . . . , 1), i.e. α =
∑


i,j s
1
ij/


∑
i,j(s


1
ij + s2ij),


IV : proposition (12) with d chosen as actual interface jump.


Table 1 contains norms of errors (differences from exact solution) at first 5 iter-
ations. There are two different choices of coarse unknowns: either none (first part
of the table), or 2 nodes at the opposite ends of the interface (second part). For
Method II, computed values of αi were between 0.499 and 0.500 in both cases (i.e.
very close to the arithmetic average). For Method III, value of α was 0.191 for the
first case and 0.341 for the second. For Method IV, values of α were recomputed in
every step and are presented in the last column.


For this simple test problem, it seems that Methods III and IV outperform Meth-
ods I and II. An interesting observation is that for the first three methods, involving
coarse unknowns lead to better performance as one would expect, but in the case of
Method IV the opposite is true, and although Method IV was absolutely excellent
in the first case, with coarse nodes it worsens so that Method III becomes slightly
better. These are just preliminary results and more general numerical tests will be
performed for other 2D as well as 3D problems.
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iter. Method I Method II Method III Method IV α


without coarse nodes
1. 1.7909 1.7851 0.9373 1.7909 0.500
2. 1.1010 1.0938 0.3034 0.0022 0.193
3. 0.6769 0.6702 0.0982 0.0004 0.273
4. 0.4161 0.4107 0.0318 7e-07 0.475
5. 0.2558 0.2517 0.0103 4e-11 0.191


2 coarse nodes
1. 0.8663 0.8635 0.2690 0.8663 0.5
2. 0.2576 0.2560 0.0302 0.0476 0.316
3. 0.0766 0.0759 0.0035 0.0056 0.314
4. 0.0227 0.0225 0.0004 0.0007 0.314
5. 0.0068 0.0067 5e-05 8e-05 0.314


Tab. 1: Comparison of discussed methods: errors at first 5 iterations for the test problem
depicted in Figure 1, without (top) and with (bottom) coarse unknowns.
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INTERACTION OF COMPRESSIBLE FLOW WITH AN AIRFOIL∗


Jan Česenek, Miloslav Feistauer


Abstract


The paper is concerned with the numerical solution of interaction of compressible
flow and a vibrating airfoil with two degrees of freedom, which can rotate around an
elastic axis and oscillate in the vertical direction. Compressible flow is described by
the Navier-Stokes equations written in the ALE form. This system is discretized by
the semi-implicit discontinuous Galerkin finite element method (DGFEM) and cou-
pled with the solution of ordinary differential equations describing the airfoil motion.
Computational results showing the flow induced airfoil vibrations are presented.


1 Formulation of the continuous problem


We consider 2D compressible viscous flow in a bounded domain Ω(t) ⊂ R2 de-
pending on time t ∈ [0, T ]. We assume that the boundary ∂Ω(t) of Ω(t) consists of
three disjoint parts: ∂Ω(t) = ΓI ∪ ΓO ∪ ΓW (t), where ΓI is inlet, ΓO is outlet and
ΓW (t) is impermeable wall, whose part may move.


The time dependence of the domain is taken into account with the aid of a reg-
ular one-to-one ALE mapping (cf. [4]) At : Ω0 −→ Ωt, i.e. At : X 7−→ x =
x(X, t) = At(X). We define the ALE velocity z̃(X, t) = ∂At(X)/∂t, z(x, t) =
z̃(A−1(x), t), t ∈ [0, T ], X ∈ Ω0, x ∈ Ωt, and the ALE derivative of a function
f = f(x, t) defined for x ∈ Ωt and t ∈ (0, T ): DAf(x, t)/Dt = ∂f̃(X, t)/∂t, where
f̃(X, t) = f(At(X), t), X ∈ Ω0.


The system describing compressible flow consisting of the continuity equation,
the Navier-Stokes equations and the energy equation (see, e.g. [2]) can be written in
the ALE form


DAw


Dt
+


2∑
s=1


∂gs(w)


∂xs


+w divz =
2∑


s=1


∂Rs(w,∇w)


∂xs


, (1)


where for i, j = 1, 2 we have


w = (w1, . . . , w4)
T = (ρ, ρv1, ρv2, E)T ∈ IR4, gi(w) = f i(w)− ziw, (2)


f i(w) = (fi1, · · · , fi4)T = (ρvi, ρv1vi + δ1i p, ρv2vi + δ2i p, (E + p)vi)
T ,


Ri(w,∇w) = (Ri1, . . . , Ri4)
T =


(
0, τVi1 , τ


V
i2 , τ


V
i1 v1 + τVi2 v2 + k∂θ/∂xi


)T
,


τVij = (−2 divv/3 δij + 2 dij(v))/Re, dij(v) = (∂vi/∂xj + ∂vj/∂xi) /2.


∗The research of J. Česenek was supported by the Grant No. 12810 of the Grant Agency of the
Charles University Prague. The research of M. Feistauer is a part of the research project MSM
0021620839 of the Ministry of Education of the Czech Republic. It was also partly supported by
the grant No. 201/08/0012 of the Czech Science Foundation.
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We use the following notation: ρ - density, p - pressure, E - total energy, v =
(v1, v2) - velocity, θ - absolute temperature, γ > 1 - Poisson adiabatic constant,
cv > 0 - specific heat at constant volume, Re - the Reynolds number, k - heat
conduction. The vector-valued function w is called the state vector, the functions f i


are the so-called inviscid fluxes and Ri represent viscous terms. The above system
is completed by the thermodynamical relations


p = (γ − 1)(E − ρ|v|2/2), θ =
(
E/ρ− |v|2/2) /cv


and equipped with the initial condition w(x, 0) = w0(x), x ∈ Ω0, and the following
boundary conditions:


ρ = ρD, v = vD,


2∑
i,j=1


τVij nivj + k
∂θ


∂n
= 0 on ΓI ,


v|ΓWt
= zD − velocity of a moving wall, ∂θ/∂n = 0 on ΓWt ,


2∑
i=1


τVij ni = 0, j = 1, 2, ∂θ/∂n = 0 onΓO,


with given data w0, ρD, vD, zD.
The terms Rs and f s satisfy the relations


Rs(w,∇w) =
2∑


k=1


Ks,k(w)
∂w


∂xk


, f s(w) = As(w)w, (3)


where Ks,k(w) ∈ R4×4 and As is the Jacobian matrix of f s.


2 Discretization


2.1 Discontinuous Galerkin space discretization


By Ωh(t) we denote polygonal approximation of the domain Ω(t). Let Th(t) =
{Ki}i∈I(t) be a triangulation of the domain Ωh(t) formed by a finite number of closed
triangles Ki with mutually disjoint interiors. We set hK = diam(K) as the di-
ameter of K, h(t) = maxK∈Th(t)hK , |K| is the Lebesgue measure of K. All ele-
ments of Th(t) = {Ki}i∈I(t) will be numbered so that I(t) ⊂ Z+ = {0, 1, 2, 3, ...}
is a suitable index set. If two elements have a common face, than we call them
neighbours and put Γij = Γji = ∂Ki ∩ ∂Kj. For each i ∈ I(t) we define the
index set s(i)(t) = {j ∈ I(t);Kj is a neighbour of Ki}. The boundary ∂Ωh(t) is
formed by a finite number of sides of elements Ki adjacent to ∂Ωh(t). We de-
note all these boundary sides by Sj, where j ∈ Ib(t) ⊂ Z− = {−1,−2,−3, ...}
and set γ(i)(t) = {j ∈ Ib(t);Sj is a side of Ki},Γij = Sj for Ki ∈ Th(t) such that
Sj ⊂ ∂Ki, j ∈ Ib(t). For an element Ki, not containing any boundary side Sj, we
set γ(i)(t) = 0/. Obviously s(i)(t) ∩ γ(i)(t) = 0/ for all i ∈ I(t). Moreover we define
S(i)(t) = s(i)(t) ∪ γ(i)(t).


We shall look for an approximate solution of the problem in the space Sh(t) =
{v; v |K∈ P r(K),∀K ∈ Th(t)}4, where r ≥ 0 is an integer and P r(K) is the space
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of polynomials of degree at most r on K. If v ∈ S, then we use the notation v|Γij


and v|Γji
for the traces of v on Γij from the side of the adjacent elements Ki and Kj,


respectively, 〈v〉Γij
for the average of traces of v on the face Γij from the side of the


adjacent elements and [v]Γij
the jump of v on Γij. By nij we denote the unit outer


normal to the boundary of Ki on Γij.


For arbitrary t∈ [0, T ] we can multiply the system by a test function ϕ∈ Sh(t)
integrate and sum over all Ki ∈ Th(t), apply Green’s theorem and introduce a nu-
merical flux H. Then we introduce the following forms (cf. [1]):


b̃h(w,ϕh) =−
∑


i∈I(t)


∫


Ki


2∑
s=1


gs(w)
∂ϕh


∂xs


dx+
∑


i∈I(t)


∑


i∈S(i)(t)


∫


Γij


H(w|Γij
,w|Γji


,nij)dS


ãh(w,ϕh) =−
∑


i∈I(t)


∫


Ki


2∑
s=1


2∑


k=1


Ks,k(w)
∂w


∂xk


· ∂ϕh


∂xs


dx


+
∑


i∈I(t)


∑
j∈s(i)(t)


j<i


∫


Γij


2∑
s=1


〈
2∑


k=1


Ks,k(w)
∂w


∂xk


〉
(nij)s · [ϕh ]dS


+
∑


i∈I(t)


∑


j∈γD(i)(t)


∫


Γij


2∑
s=1


2∑


k=1


Ks,k(w)
∂w


∂xk


(nij)s ·ϕhdS


+ Θ
∑


i∈I(t)


∑
j∈s(i)(t)


j<i


∫


Γij


2∑
s=1


〈
2∑


k=1


KT
k,s(w)


∂ϕh


∂xk


〉
(nij)s · [w ]dS


+ Θ
∑


i∈I(t)


∑


j∈γD(i)(t)


∫


Γij


2∑
s=1


2∑


k=1


KT
k,s(w)


∂ϕh


∂xk


(nij)s ·wdS


Jσ
h (w,ϕh) =


∑


i∈I(t)


∑
j∈s(i)(t)


j<i


∫


Γij


σ[w] · [ϕh]dS +
∑


i∈I(t)


∑


j∈γD(i)(t)


∫


Γij


σw ·ϕhdS


l̃h(w,ϕh) =Θ
∑


i∈I(t)


∑


j∈γD(i)(t)


∫


Γij


2∑
s=1


2∑


k=1


KT
k,s(w)


∂ϕh


∂xk


(nij)s ·wBdS


+
∑


i∈I(t)


∑


j∈γD(i)(t)


∫


Γij


σwB ·ϕhdS,


where σ |Γij
= CW


h(Γij)Re
, CW > 0 is a suitable sufficiently large constants and wB is


a boundary state defined by the Dirichlet boundary condition and extrapolation.
By (·, ·) we denote the L2(Ω(tk+1))-scalar product. We set Θ = −1 or 0 or 1 and get
the so-called nonsymmetric or incomplete or symmetric version of the viscous form.
In practical computations we use Θ = 1.
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Now we can define the discrete problem: Find wh(t) ∈ Sh(t) such that(
DAwh(t)


Dt
,ϕh


)
− (divz(t)wh(t),ϕh) + b̃h(wh(t),ϕh) + ãh(wh(t),ϕh)


+ Jσ
h (wh(t),ϕh) = l̃h(ϕh) ∀ϕh ∈ Sh(t), ∀t ∈ (0, T ),


wh(0) = w0
h.


where w0
h is the Sh(0)-approximation of w0. It means that(


w0
h,ϕh


)
=


(
w0,ϕh


) ∀ϕh ∈ Sh(0).


2.2 Time discretization


Let us consider a partition 0 = t0 < t1 < ... < tM of the interval [0, T ], tk = kτ ,
τ > 0. We use the approximation wh(tl) ≈ wl


h, defined in Ωh(tl). Then we set
ŵk


h(x) = wk
h(Atk(A−1


tk+1
(x))), x ∈ Ωh(tk+1), and approximate the ALE-derivative


using the first order backward difference:
(
DAwh(tk+1)


Dt
,ϕh


)
≈


(
wk+1


h − ŵk
h


τ
,ϕh


)
.


Since the terms ãh and b̃h are nonlinear, we shall linearized them. For b̃h we use the
property (3) of f s and the definition of gs. We get the approximation


∑


i∈I(t)


∫


Ki


2∑
s=1


gs(w) · ∂ϕh


∂xs


dx ≈ σ1 =
∑


i∈I(tk+1)


∫


Ki


2∑
s=1


(
As(ŵ


k
h)− zsI


)
wk+1


h · ∂ϕh


∂xs


dx.


Now let us set P(w,n) :=
∑2


s=1 (As(w)− zsI)ns, (n = (n1, n2), n
2
1 + n2


2 = 1).
We have


∑2
s=1 gs(w)ns = P(w,n)w. It is possible to show that the matrix P is di-


agonalizable: P = TDT−1, where T is a nonsingular matrix, D = diag(λ1, ..., λ4) is
a diagonal matrix and λi are the eigenvalues of P. Then we can define the ”positive”
and ”negative” parts of the matrix P: P± = TD±T−1, where D± = diag(λ±


1 , ..., λ
±
4 )


and λ+ = max(λ, 0), λ− = min(λ, 0). Using this concept, we introduce the so-called
Vijayasundaram numerical flux


HV (w1,w2,n) = P+


(
w1 +w2


2
,n


)
w1 +P−


(
w1 +w2


2
,n


)
w2.


Then we can approximate integrals over faces in the following way:
∑


i∈I(t)


∑


j∈S(i)(t)


∫


Γij


H(w|Γij
,w|Γji


,nij) dS ≈ σ2 :=


∑


i∈I(tk+1)


∑


j∈S(i)(tk+1)


∫


Γij


P+


(
ŵk


h|Γij
+ŵk


h|Γji


2
,nij


)
wk+1


h |Γij
· ϕh dS


+
∑


i∈I(tk+1)


∑


j∈S(i)(tk+1)


∫


Γij


P−
(
ŵk


h|Γij
+ŵk


h|Γji


2
,nij


)
wk+1


h |Γji
· ϕhdS


and define the form bh(ŵ
k
h,w


k+1
h ,ϕh) = −σ1 + σ2.
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Using (3), we linearize viscous terms:


ah(ŵ
k
h,w


k+1
h ϕh) = −


∑


i∈I(tk+1)


∫


Ki


2∑
s=1


2∑


k=1


Ks,k(ŵ
k
h)
∂wk+1


h


∂xk


· ∂ϕh


∂xs


dx


+
∑


i∈I(tk+1)


∑
j∈s(i)(tk+1)


j<i


∫


Γij


2∑
s=1


〈
2∑


k=1


Ks,k(ŵ
k
h)
∂wk+1


h


∂xk


〉
(nij)s · [ϕh ]dS


+
∑


i∈I(tk+1)


∑


j∈γD(i)(tk+1)


∫


Γij


2∑
s=1


2∑


k=1


Ks,k(ŵ
k
h)
∂wk+1


h


∂xk


(nij)s ·ϕhdS


+ Θ
∑


i∈I(tk+1)


∑
j∈s(i)(tk+1)


j<i


∫


Γij


2∑
s=1


〈
2∑


k=1


KT
k,s(ŵ


k
h)
∂ϕh


∂xk


〉
(nij)s · [wk+1


h ]dS


+ Θ
∑


i∈I(tk+1)


∑


j∈γD(i)(tk+1)


∫


Γij


2∑
s=1


2∑


k=1


KT
k,s(ŵ


k
h)
∂ϕh


∂xk


(nij)s ·wk+1
h dS,


and the right-hand side form:


lh(ŵ
k
h,ϕh) = Θ


∑


i∈I(tk+1)


∑


j∈γD(i)(tk+1)


∫


Γij


2∑
s=1


2∑


k=1


KT
k,s(ŵ


k
h)
∂ϕh


∂xk


(nij)s ·wk+1
B dS


+
∑


i∈I(tk+1)


∑


j∈γD(i)(tk+1)


∫


Γij


CW


h(Γij)Re
wk+1


B ·ϕhdS


All these considerations lead us to the following semi-implicit scheme: For k = 0, 1, ...
find wk+1


h ∈ Sh(tk+1) such that


(
wk+1


h − ŵk
h


τ
,ϕh


)
− (


divz(tk+1)w
k+1
h ,ϕh


)
+ bh(ŵ


k
h,w


k+1
h ,ϕh) (4)


+ah(ŵ
k
h,w


k+1
h ,ϕh) + Jσ


h (w
k+1
h ,ϕh) = lh(ŵ


k
h,ϕh) ∀ϕh ∈ Sh(tk+1).


3 Fluid-structure interaction


We shall simulate motion of a profile with two degrees of freedom: H - displace-
ment of the profile in the vertical direction and α - the rotation of the profile around
the so-called elastic axis. The motion of the profile is described by the system of
ordinary differential equations


mḦ + kHHH + Sαα̈ = −L(t), (5)


SαḦ + IαH + kααα = M(t),


where we use the following notation: m - mass of the airfoil, L(t) - aerodynamic
lift force, M(t) - aerodynamic torsional moment, Sα - static moment of the airfoil
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Fig. 1: Displacement H (left) and rotation angle α (right) of the airfoil in dependence on
time for far-field velocity 10, 30 and 40 m/s.


around the elastic axis, Iα - inertia moment of the airfoil around the elastic axis,
kHH - bending stiffness, kαα - torsional stiffness. For the derivation of system (5)
see, e.g. [5].


System (5) is transformed to a first-order system and solved by the fourth-order
Runge-Kutta method together with the discrete flow problem (4). The ALE mapping
is constructed on the new time level tk+1 on the basis of the computed values H(tk+1)
and α(tk+1).


4 Numerical experiments


We perform numerical experiments with the following data and initial conditions:
m = 0.086622 kg, Sa = −0.000779673 kgm, Ia = 0.000487291 kg m−2, kHH =
105.109 N/m, kαα = 3.696682 Nm/rad, l = 0.05 m, c = 0.3 m, far-field density
ρ = 1.225 kg m−3, H(0) = −20mm, α(0) = 6◦, Ḣ(0) = α̇(0) = 0.
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Figure 1 shows the displacement H and the rotation angle α in dependence on
time for the far-field velocity 10, 30 and 40 m/s. We see that for the velocities 10 and
30 m/s the vibrations are damped, but for the velocity 40 m/s we get the flutter
instability when the vibration amplitudes are increasing in time. The monotonous
increase and decrease of the average values of H and α, respectively, shows that the
flutter is combined with a divergence instability in the presented example.


These results are qualitatively comparable with vibrations of the airfoil
NACA 0012 induced by viscous incompressible flow, contained in [3]. For low far-field
velocity the differences of the presented results and results from [3] are small, because
the compressibility of the fluid is not significant. For the far-field velocity 40 m/s
the qualitative behaviour of the vibrations (flutter combined with divergence) is
comparable with the results in [3] obtained by the finite element method. The
quantitative difference is already larger probably due to compressibility taken into
account in the present paper.
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ELEMENTS OF UNCERTAINTY MODELING∗


Jan Chleboun


Abstract


The goal of this contribution is to introduce some approaches to uncertainty mod-
eling in a way accessible to non-specialists. Elements of the Monte Carlo method,
polynomial chaos method, Dempster-Shafer approach, fuzzy set theory, and the worst
(case) scenario method are presented.


1 Introductory comments on modeling and uncertain data


Where can uncertainty analysis be placed in computational modeling? Typi-
cally, uncertainty propagation analysis leads to solving “two level” problems. This
means that we can distinguish both an inner problem and an outer problem that
together constitute an uncertainty analysis problem. Such a structure is not un-
common; a PDE-constrained optimization also falls into this category, for instance.
Indeed, if a problem of this kind is solved by successive optimization steps, then the
inner PDE is repeatedly solved during the optimization process to deliver necessary
data to a constrained optimization algorithm keeping the optimized variables in an
admissible set.


In engineering-oriented problems, the inner problem, commonly known as the
state problem, represents the mathematical model of a physical phenomenon or design
(imagine a temperature field in a heated body or a mechanical stress distribution in
a loaded body, for example). Often, the inner problem is rather standard and even
easily solvable for given unique and crisp input values such as thermal conductivity
coefficients, heat capacity, intensity of heat sources, boundary condition parameters,
loading forces, Young modulus, etc.


The outer problem originates from the fact that the values of input parameters are
usually not known exactly. Then a question arises how uncertainty can be measured
in inputs, how it propagates through the state problem, and how it can be measured
in state problem outputs.


We can view uncertainty in modeling from yet another perspective. To see this,
let us recall the general layout of a modeling process.


(I) A situation (phenomenon) we wish to model to get an insight and to predict
the behavior we are interested in.


(II) Available input information that we can use in our models. This step is
closely related to (III) next.


∗This research was supported by grant No. P105/10/1682 of the Czech Science Foundation. The
author thanks Dr. Richard (Dick) Haas for hours of fruitful discussions.
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(III) A model chosen from a hierarchy of mathematical models. This step is
crucial because it determines the rest of the modeling sequence. Choosing an ade-
quate model can be a difficult task in which the model complexity and solvability as
well as the model adequacy to our needs have to be taken into account. Modeling
a beam-like body can be a good example. Models of different complexity are at
one’s disposal, take Bernoulli beam, Timoshenko beam, perhaps a 2D shell if one
dimension of the body is significantly smaller than the others, and a full 3D model.
We can, however, also consider a hierarchy of material models from linear models
to nonlinear ones. In choosing a model, a compromise has to be made to end up
with a model that is not too complex and computationally demanding, but can still
deliver information that we need.


(IV) Validation [16, 17]. It is a process of gaining trust in the mathematical
model. Roughly speaking, the mathematical formulation should be adequate to
both the phenomenon that we model and the questions we wish to answer through
the model. Although a theoretical analysis is always valuable and can significantly
contribute to the validation process, validation is unthinkable without computational
modeling, see (VI).


(V) Approximation. Once the mathematical model is defined, we find ourselves
in a situation similar to (III). We have to choose a numerical method to obtain
an approximate solution. Again, different or even contradictory factors should be
balanced.


(VI) Verification [16, 17]. It is a process of gaining trust in the numerical method,
its implementation, and its accuracy. This trust originates from various sources. At
least, it is necessary to solve benchmark problems and to numerically check theoreti-
cal convergence rates. Verification is a matter of mathematics and, unlike validation,
it is independent of the modeled object. On the other hand, only verified numerical
models allow us to put “hands on” the mathematical model through the numerical
solution that is believed1 to be close to the exact solution of the mathematical model.


(VII) Model output and the desired information. The former may not be equal to
the latter, and a post-processing may be required. It is important to obtain outputs
that contain, though possibly hidden, the desired information. As a consequence,
(VII) is closely related to (III).


(VIII) Interpretation of results. This step can be more demanding than it ap-
pears to be at first glance. There is the danger of misinterpretation caused by our
expectations that might be seemingly confirmed by the obtained results.


The goal of modeling is to step out of the area of well-proved solutions, and
make a new prediction. Then the ultimate goal is a guaranteed prediction. That is,
the solution accompanied by the evaluation of the inaccuracy caused by the model
selection, by the approximation method, and by other effects. Among them, the
effect of uncertainties in input data is of great importance.


1This belief must not be a blind belief, it should be a well-founded belief. Unfortunately, we can
never be entirely sure that our (complex) software is correct.
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To close this section, let us recall two kinds of uncertainty; see [15], for example.
Epistemic uncertainty is caused by the lack of knowledge. In principle, it can


(often) be reduced through improving measuring instruments as well as data collect-
ing and mining.


Aleatory uncertainty is caused by the inherent variation associated with the mod-
eled system. Take, for example, the randomness of material parameters, or the
variability of the weather.


Consequently, our mathematical models are burdened with uncertainty in input
data.


1.1 Notation, basic setting


In the sequel, we will use Uad to denote the set of values of input parameters.
For example, Uad is an interval if a scalar parameter is uncertain; Uad is a subset
of Rn if an n-tuple of real values is uncertain; Uad is a set of functions if a function
is uncertain.


Next, D(a)u = f(a) will stand for a state problem dependent on a ∈ Uad where
the right-hand side f can also depend on a. Consequently, the state solution u ≡ u(a)
also depends on a ∈ Uad. Examples include a boundary value problem for an ordinary
or a partial differential equation dependent on a ∈ Uad, an initial value problem
dependent on a ∈ Uad, or a variational inequality dependent on a ∈ Uad (then the
equality symbol is inappropriate).


Finally, the quantity of interest, Φ(a, u(a)) ∈ R, will be the third ingredient of
uncertainty modeling. The quantity of interest, also known as the criterion func-
tion (or criterion functional), evaluates the input data both directly and indirectly
(through u(a)). Displacement, temperature, local mechanical stress or stress invari-
ants, and concentration of chemicals can serve as examples.


We assume that D(a)u = f(a) is uniquely solvable for each a ∈ Uad and that
Ψ(a) ≡ Φ(a, u(a)), where a ∈ Uad, is continuous and bounded. We did not specified
the set Uad but, generally speaking, we assume that Uad is a connected and compact
subset of a Banach space.


2 Stochastic approaches to uncertainty


2.1 Monte Carlo method


The idea of the Monte Carlo method is quite simple. Random samples of a taken
from Uad are evaluated through Ψ, the values Ψ(a) are collected, and the collection is
then statistically analyzed to infer probabilistic characteristics of the model behavior;
see [14, 18, 21]. An advantageous feature is that the method easily allows evaluating
multiple samples in parallel to speed up collecting output data.


Figure 1 shows an example. Let us assume that we are to predict the tip dis-
placement of a loaded cantilever beam with a constant but uncertain thickness a.
It is further assumed that the thickness is random with a known probability distri-
bution. By using this distribution, we generate (pseudo)random samples (Figure 1,
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Fig. 1: Monte Carlo method. Histogram of input data (left). Histogram of output data
(right).


left) of the thickness and calculate the beam tip displacement Ψ(a) for each sample a.
Then an approximation of the probabilistic behavior of Ψ(a) can be inferred from
the histogram of Ψ(a) (Figure 1, right).


Although Monte Carlo simulation has proved fruitful and is commonly used in
the modeling of uncertainty propagation through a model, one should be aware of
some possible pitfalls.


The probability distribution of input data can be difficult to identify or its pa-
rameters can be uncertain.


Dependencies between input parameters are possible and, moreover, often uncer-
tain, which complicates both the sampling procedure and the credibility of results.


If N is the number of samples, then, in general, the convergence rate of estimated
probabilistic parameters is equal to O(N−1/2). Although sophisticated sampling
methods can be a partial remedy, the necessary number of state solutions can still
be prohibitive if the state problem is computationally demanding.


2.2 Polynomial chaos


Polynomial chaos is also known as the Wiener polynomial chaos or Hermite
chaos or, in a generalized form, the Askey chaos. In computational applications,
the method is also called stochastic finite elements; see [11, 12, 22].


Analogously to the Monte Carlo method, it is assumed that the state problem
input parameters can be represented by a random process; let us denote it by X(θ).
The idea is to express or, in calculations, to approximate the random process through
separate spatial (or temporal) deterministic variables and independent random vari-
ables.


To give an example [22], let us consider a two-dimensional expansion
∑∞


i=0 ciφi


using Hermite polynomials and ξ1, ξ2, two independent Gaussian random variables
with zero mean and unit variance, that is,
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X(θ) = c0 + c1ξ1 + c2ξ2 + c3(ξ
2
1 − 1) + c4(ξ1ξ2) + c5(ξ


2
2 − 1) + . . .


= c0 + c1φ1 + c2φ2 + c3φ3 + c4φ4 + c5φ5 · · · =
∞∑
i=0


ciφi,


where ci ∈ R for i = 0, 1, . . . .
Next, a weight w related to the used random variables is introduced to make the


system {φi} w-orthogonal. For ξ = (ξ1, ξ2) where ξ1 and ξ2 are Gaussian random
variables, we take


w(ξ) =
1


2π
e−(ξ21+ξ22)/2,


which simplifies the weighted inner product 〈·, ·〉w of φi, φj, i.e.,


〈φi, φj〉w =


∫


Sw


φi(ξ)φj(ξ)w(ξ) dξ = 〈φi, φj〉wδij (Kronecker δ),


where Sw is the domain of w; it is Sw = R2 for our choice of ξ.
A finite part of the expansion of random inputs is employed in the state problem


to obtain its approximate solution as a random process. Let us illustrate this through
an example taken from [22].


Let us consider the following initial value problem


y′(t) = −ky(t), y(0) = y?, (1)


where k ≡ k(θ) is a random variable with probability density function f .


Remark: For (1) and a given k ∈ R, the deterministic solution y(t) = y?e
−kt al-


lows a direct probabilistic characterization of relevant quantities without the use of
a polynomial chaos expansion. Take, for instance, the mean of the stochastic solution
at t


y(t) = y?


∫


S


e−ktf(k) dk,


where S is the support of f . For educational purposes, however, we will not use the
approach based on the deterministic solution but we will apply the polynomial chaos
expansion to (1). ¤


Let us assume that k is a Gaussian random variable. Then it is recommended to
expand the random variables into functions originating from Hermite polynomials
applied to Gaussian random variables ξ1, . . . , ξn (n = 2 in our example). The solu-
tion y of (1) is a random process y(t, θ) at any t ∈ R \ {0}. We approximate both
y(t, θ) and k(θ) by finite parts of their polynomial chaos expansions, i.e.,


y(t, θ) ≈ ŷ(t, ξ) =
P∑


j=0


yj(t)φj(ξ), k(θ) ≈ k̂(ξ) =
P∑
i=0


kiφi(ξ),
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where yj are unknown functions of t, ki ∈ R are unknown constants, and φi are
known w-orthogonal functions. By inserting these finite sums into y′(t) = −ky(t),
we arrive at


P∑
i=0


y′i(t)φi = −
P∑
i=0


P∑
j=0


φiφjkiyj(t).


After multiplying by φ` (` = 0, 1, . . . , P ), integrating with the weight w, and exploit-
ing the orthogonality, we obtain


〈φ`, φ`〉wy′`(t) = −
P∑
i=0


P∑
j=0


eij`kiyj(t), ` = 0, 1, . . . , P, (2)


where eij` =
∫
Sw


φi(ξ)φj(ξ)φ`(ξ)w(ξ) dξ and Sw is the domain of w.
We observe that the original stochastic problem (1) is transformed into a system


of numerically solvable (deterministic) ordinary differential equations (2).
By having y(t, θ) ≈ ŷ(t, ξ) =


∑P
j=0 yj(t)φj(ξ), the orthogonality, and φ0 = 1, we


can approximate the mean solution at t by


E[ŷ(t, ξ)] = ŷ(t, ξ) =


∫


Sw


P∑
j=0


yj(t)φj(ξ)1w(ξ) dξ = 〈φ0, φ0〉wy0(t)


and the variance of the solution at t by


Var (ŷ(t, ξ)) = E


[(
ŷ(t, ξ)− ŷ(t, ξ)


)2
]


=


∫


Sw


(
P∑


j=0


yj(t)φj(ξ)− 〈φ0, φ0〉wy0(t)
)2


w(ξ) dξ


=


∫


Sw


P∑
i=0


P∑
j=0


yi(t)yj(t)φi(ξ)φj(ξ)w(ξ) dξ


− 2〈φ0, φ0〉wy0(t)
∫


Sw


P∑
j=0


yj(t)φj(ξ)w(ξ) dξ + 〈φ0, φ0〉2wy20(t)


=
P∑
i=0


〈φi, φi〉wy2i (t)− 2〈φ0, φ0〉2wy20(t) + 〈φ0, φ0〉2wy20(t)


=
P∑
i=1


〈φi, φi〉wy2i (t).


Although the complexity of the method increases with the number of random
variables and, consequently, with the complexity of the expansion, the method can be
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102×−104× faster than the Monte Carlo method delivering the required probabilistic
characteristics with the same accuracy; see [22].


Other probability density functions can be considered in input parameters. Rele-
vant weights w and w-orthogonal polynomials are then used in the analysis; see [22].


The approximate stochastic solution ŷ can be further evaluated by the criterion
functional whose probability characteristics are to be inferred.


2.3 Transformation to a deterministic problem; Karhunen-Loève expan-
sion (KLE)


The underlying idea is identical to the idea presented in the previous subsec-
tion. However, unlike the polynomial chaos expansion, which is rather heuristic, the
Karhunen-Loève expansion is mathematically more rigorous. More details on the
transformation can be found in [2, 3, 4, 5].


Let Ω ⊂ Rd, where d ∈ {1, 2, 3}, be a domain. Let us consider g, a stochastic
function on Ω. Values g(s) and g(t), where s, t ∈ Ω and s 6= t, are random variables
that can be coupled to some extent. In the probability theory, such non-deterministic
couplings are characterized by the covariance function cov[g] : Ω× Ω → R that is
defined as follows


cov[g](s, t) = E [(g(s)− E[g(s)]) (g(t)− E[g(t)])] , s, t ∈ Ω,


where E[ω] stands for the mean (expected value) of a random quantity ω. We assume
that cov[g] is continuous and bounded on Ω× Ω.


We define an operator Tg : L
2(Ω) → L2(Ω) by


Tgv(·) =
∫


Ω


cov[g](x, .)v(x) dx ∀v ∈ L2(Ω).


It can be shown that the operator is compact, selfadjoint, and that its eigenvalues
are non-negative. Let {λi}∞i=1 be a non-increasing sequence of the eigenvalues of Tg


and let {bi}∞i=1 be a sequence of the corresponding L
2(Ω)-orthonormal eigenfunctions,


i.e., Tgbi = λibi.
The stochastic function g(x, θ), where x ∈ Ω, can be expressed by the Karhunen-


Loève expansion from which, however, we take only the first N terms to approxi-
mate g by gN , that is,


gN(x, θ) = E[g](x) +
N∑
i=1


√
λibi(x)Yi(θ), (3)


where the real random variables, {Yi}Ni=1, are uncorrelated, have zero mean and unit
variance, i.e., E[Yi] = 0 and E[YiYj] = δij.


The amplitude of λi can provide guidance for choosing N (if λi is “small”, we
cut off the rest of the infinite expansion) and, analogously, for determining the size
of the polynomial chaos expansion introduced in Subsection 2.2.
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Let us illustrate the above ideas through a boundary value problem with stochas-
tic functions; see [5].


Let Ω ⊂ Rd be a domain. We consider the following elliptic boundary value
problem


− div(a(x, θ)∇u(x, θ)) = f(x, θ) in Ω, i.e, x ∈ Ω, (4)


u(x, θ) = 0 on ∂Ω, (5)


where a, f (and u) are stochastic functions.


We assume that
a) a(x, θ) = a(x, Y1(θ), . . . , YN(θ)), where Yi are the functions introduced in (3);
b) f(x, θ) = f(x, Y1(θ), . . . , YN(θ));
c) Γi, the range of Yi, is a bounded interval in R for i = 1, 2, . . . , N ;
d) the random variable Yi has a known density function ρi : Γi → R+ (nonnegative
real numbers) with ρi ∈ L∞(Γi), where i = 1, 2, . . . , N .


As a consequence, u(x, θ) = u(x, Y1(θ), . . . , YN(θ)).
Let ρ = ρ(y) : Γ → R+ be the joint probability density function of the random


vector Y = (Y1, . . . , YN), where Γ =
∏N


i=1 Γi ⊂ RN .
We also assume that quantities Yi are not only uncorrelated but mutually inde-


pendent. Consequently, ρ(y) =
∏N


i=1 ρi(yi), where y = (y1, . . . , yN).
Like a deterministic boundary value problem, the stochastic problem (4)-(5) has


its stochastic variational counterpart, see [5]. Although it is omitted here, we intro-
duce its deterministic equivalent: Find u ∈ H1


0 (Ω)⊗ L2
ρ(Γ) such that


∫


Γ


ρ (a∇xu,∇xv)[L2(Ω)]d dy =


∫


Γ


ρ (f, v)L2(Ω) dy ∀v ∈ H1
0 (Ω)⊗ L2


ρ(Γ), (6)


where ∇x indicates that only the partial derivatives with respect to the spatial vari-
ables are included into the gradient, H1


0 (Ω) stands for the Sobolev space of once
differentiable functions with traces vanishing on ∂Ω,


L2
ρ(Γ) =


{
v : Γ → R |


∫


Γ


ρ(y)v2(y) dy < +∞
}
,


and the tensor space H1
0 (Ω)⊗L2


ρ(Γ) is a Hilbert space with the inner product defined
as follows


(u, v)H1
0 (Ω)⊗L2


ρ(Γ)
=


∫


Γ


ρ(y)(u(·, y), v(·, y))H1(Ω) dy.


Problem (6) is purely deterministic because the stochastic features of (4) have
been transformed into the weight ρ. However, we pay for it by the increased number
of dimensions. In (6), functions a, f , u, and v are functions of d+N variables.


Let us confine ourselves to a few comments on solving multidimensional boundary
value problems though this subject would deserve a more detailed treatment.
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In Monte Carlo Galerkin finite element method (FEM) [5], samples of the state
solution u are obtained via realizations of a and f . For each realization, i.e.,
a(·, y1, . . . , yN), f(·, y1, . . . , yN), where (y1, . . . , yN) is fixed, the state solution is ob-
tained through a standard Galerkin FEM. The samples are weighted by their prob-
ability2 and the expected value (i.e., mean) of the stochastic state solution can be
calculated, for example.


FEM methods for multidimensional BVPs have been designed. They use, for
instance, h-FEM basis functions in the spatial variable (d-tuple) x and p-FEM basis
functions in the probabilistic variable (n-tuple) y; special polynomials to approx-
imate the probabilistic part of u and compute its mean efficiently; a reduced set
of basis functions. It is said that problems exhibiting ≈ 10 – 20 dimensions, or
≈ 100 dimensions in special cases, are solvable by present means.


Although the KLE-based methods are anchored in a rigorous mathematical anal-
ysis and can deliver theoretical results as well as error estimates, one should be aware
that the KLE and ρi identification are crucial and demanding prerequisites.


Remark: We omit a huge class of differential equations perturbed by (white) noise
(Brownian motion, Wiener process). They are known as stochastic differential equa-
tions and a special (Itô) calculus has been proposed for their analysis. ¤


We conclude the section on stochastic methods by the observation that these
methods can deliver extremely important and valuable assessments of uncertainty
and its propagation to model outputs. To perform well, however, they need input
data that is sometimes (if not even often) difficult to obtain in the required quality
and/or quantity.


3 Non-stochastic methods


Stochastic methods can also be viewed as methods where input values are weighted
(by their probability) and the goal is to infer the weights of model output values.
Since the weights have to fulfil rather strong assumptions (recall the requirements
placed on probability measures), it can be advantageous to have methods whose
assumptions about input data are relaxed.


We will present two such methods and one method where inputs are not weighted.


3.1 The worst (case) scenario method (WSM)


In this approach, input parameter values are considered equally possible and of
the same weight. The name of the method reflects a common goal in practice — to
find the particular value of a quantity of interest that is most unfavorable from an
application point of view; see [13].


Since maxima are often important (maximum temperature, maximum mechan-
ical stress, for example), to determine the “worst” scenario (also known as anti-
optimization [6, 10]), we maximize Ψ by searching for


2In Monte Carlo, it is common to divide the probability domain into subdomains of equal
probability and to take a representative sample from each subdomain.
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a0 = argmax
a∈Uad


Ψ(a). (7)


If also the “best” scenario


a0 = argmin
a∈Uad


Ψ(a) = argmax
a∈Uad


(−Ψ(a)) (8)


is found, then the range of Ψ|Uad
is given by


IΨ = [Ψ(a0),Ψ(a0)]. (9)


To obtain (7)-(9), we assume that Uad is a compact and convex set and that
Ψ : Uad → R is a continuous map. In practice, non-convex Uad makes maximization
(minimization) of Ψ difficult.


Remark: The formulation of the worst scenario problem (7) (or its modification (8))
is identical to the formulation of other already established problems; take optimiza-
tion problems or parameter identification problems. Indeed, for the latter, where
a desirable output ugiven is known on a domain Ω, the goal could be to minimize


Ψ(a) =


∫


Ω


(u(a)− ugiven)
2 dx,


over Uad, for instance. ¤
The method delivers the guaranteed range of Ψ|Uad


, which fits to the concept of
the guaranteed prediction, see Section 1. The WSM does not use weighted data,
which eliminates the difficulties associated with the determination of weights. On
the other hand, the method neglects the fact that the occurrence of extremal values
of Ψ is rare in many practical problems.


Remark: The worst scenario approach is also possible in stochastic problems. Take
Uad representing a set of admissible cumulative distribution functions, for instance.
The extremal probabilistic features of Ψ are then in the focus of the analysis; see [7].


3.2 Dempster-Shafer evidence theory


In this approach, the entire sets of input data are weighted. The weights, though
resembling probability measures, are defined less strictly, however.


Let us introduce the elements of the evidence theory; a more detailed treatment
can be found in [1, 6, 8, 20].


Let X be a universal set and PX be the power set of X. A map m : PX →
[0, 1], called the basic probability assignment, is defined. It holds m(∅) = 0 and∑
A ∈ PX


m(A) = 1. For simplicity, we assume that m(Ai) > 0 only for a finite number


of sets Ai ∈ PX , where i = 1, 2, . . . , k; these sets Ai are called focal elements. We
can interpret m(Ai) as the weight associated with Ai; see Figure 2 (left).
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Fig. 2: Focal elements and their weights (left). Focal elements and a set A (right).


Next, two functions are defined on PX , namely belief and plausibility


Bel(A) =
∑


Ai ⊆ A


m(Ai), Pl(A) =
∑


Ai
⋂


A 6= ∅
m(Ai), A ∈ PX . (10)


For the set A and the focal elements depicted in Figure 2, we obtain


Bel(A) = 0.2 + 0.1 + 0.05 = 0.35, Pl(A) = 0.2 + 0.1 + 0.05 + 0.15 + 0.2 = 0.7.


Various interpretations of Bel and Pl can be found in [15]: Pl(A) is the largest
probability for A that is consistent with all available evidence, Bel(A) is the smallest
probability for A that is consistent with all available evidence. Or, Pl is an upper
limit and Bel is a lower limit on the strength of evidence at hand.


The latter interpretation is close to our weight-oriented perspective. Indeed, we
can interpret Pl(A) (Bel(A)) as an upper (lower) weight A can have, given the weights
of focal elements.


Our ultimate goal is to infer weights attributed to (at least) some sets of values
produced by the criterion functional Ψ. In other words, we have to establish a set
of focal elements in the space of the quantity of interest. To achieve this goal, we
employ the worst scenario method.


Let Ai, where i = 1, . . . , N , be the focal elements of a probability assignment m
in the space of model inputs. Let us interpret each Ai as an admissible set and
calculate the intervals Ψ|Ai


, where i = 1, . . . , N ; see (7)-(9).
These intervals can serve as focal elements, but we have to take into consideration


that more than one admissible set can be mapped to one interval. For the quantity
of interest, basic probability assignment mΨ and its focal elements IkΨ are defined as
follows (extension principle)


mΨ(I
k
Ψ) =


∑


{i: IkΨ=Ψ|Ai
}
m(Ai), k = 1, . . . , K, (11)


where K is the total number of different intervals Ψ|Ai
.
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OncemΨ, the basic probability assignment in the space of the quantity of interest,
is established, the relationship between the focal elements IkΨ and various sets can
be assessed through Bel and Pl.


Example: Let us imagine that some input parameters of a computational model
of a structure are not given as crisp numbers but they are known only through
inexact measurements performed by four groups of students. The measurements
have resulted in four data sets denoted by A1, . . . , A4. Since the groups do not share
the same level of experience, the credibility of their results is also different, which is
represented by weights mi that we attribute to Ai, where i = 1, 2, 3, 4.


The range of a quantity of interest Ψ is calculated for each Ai; let


Ψ|A1
= [5, 7.5], Ψ|A2


= [6, 10], Ψ|A3
= [6, 10], Ψ|A4


= [9.5, 12]. (12)


By applying (11) to (12), we obtain three focal elements and their probability as-
signment, i.e.,


I1Ψ = [5, 7.5], I2Ψ = [6, 10], I3Ψ = [9.5, 12]; (13)


mΨ(I
1
Ψ) = m1, mΨ(I


2
Ψ) = m2 +m3, mΨ(I


3
Ψ) = m4. (14)


To get some insight into the behavior of the quantity of interest, we will use mΨ


to calculate Bel and Pl for various intervals of length 3.
To this end, let us consider x ∈ [1, 13] and define two functions


fBel(x) = Bel([x, x+ 3]), fPl(x) = Pl([x, x+ 3]).


It is, for instance, fPl(4.9) = Pl([4.9, 7.9]) = mΨ(I
1
Ψ) +mΨ(I


2
Ψ) = m1 +m2 +m3.


In Figure 3 (m1 = 0.2, m2 = 0.1, m3 = 0.25, and m4 = 0.45), two clusters of
intervals attract our attention. We observe that intervals [x, x + 3] determined by
x∈ [6.5, 7.5] have plausibility equal to 1 but zero belief and that intervals [x, x+3]
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Fig. 3: The graphs of fBel and fPl.
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determined by x ∈ [9, 9.5] have plausibility 0.8 and their belief value is equal
to 0.45. The intervals from the former set can be in agreement with the quantity of
interest “hidden” in the intervals I iΨ but no agreement is guaranteed. The intervals
from the latter set cannot comply with all I iΨ but at least partial correspondence is
guaranteed. ¤


It is worth noting that the Dempster-Shafer theory includes rules of combination
that allow to combine two different probability assignments. In other words, differ-
ent opinions of different experts can be combined into one assessment; see [1, 19],
for instance. Although fruitful in uncertainty analysis, the combination fails if the
included opinions are too different [19].


3.3 Fuzzy set theory


A fuzzy set U ⊂ Z, where Z is a basic set, is identified through µU , the member-
ship function


µU : Z → [0, 1],


where the real value in [0, 1] represents the degree to which z ∈ Z belongs to the
set U . The higher the value, the stronger the membership. For the theory and
applications, see [1, 6, 9, 23].


For our purposes and in accordance with our weight-oriented standpoint, we
assume that an admissible set Uad is given together with its membership function
µUad


: Uad → [0, 1] and that if µUad
(x) = 0, then x ∈ ∂Uad where ∂Uad is the boundary


of Uad. As in the worst scenario section, it is advantageous to assume that Uad is
a compact and convex subset of a Banach space. We assume, moreover, that µUad


is
a continuous and concave function on Uad.


For α ∈ [0, 1], a subset αUad comprising all x ∈ Uad such that µUad
(x) ≥ α is called


α-cut. Obviously Uad ≡ 0Uad.


By knowing the α-cuts of a fuzzy set, we are able to restore its membership
function, which is the goal we want to achieve in the set IΨ = {Ψ(a)| a ∈ Uad} that
is fuzzy due to the fuzziness of Uad.


To this end, we temporarily fix α ∈ [0, 1] and, by employing the best and the
worst scenario (see (7)-(9)), we determine


αIΨ = [Ψ(a0,α),Ψ(a0,α)], (15)


where αIΨ is the α-cut of IΨ ≡ 0IΨ.


By computing (15) for all α ∈ [0, 1], we can construct the membership func-
tion µIΨ through


µIΨ(y) = max{α| y ∈ αIΨ}, y ∈ IΨ,


to asses the fuzziness of Ψ, the quantity of interest. In practice, of course, αIΨ is
found only for a finite number of input α-cuts and only an approximation of µIΨ is
obtained.
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4 Concluding remarks


Uncertainty propagation analysis fits into the framework of decision analysis. The
analyst has a variety of approaches at his or her disposal. Their applicability depends
on what is known about input data, what kind of uncertainty is most relevant to the
available data and to the problem under investigation.


In practice, the weights attributed to input data are often uncertain because
they originate from a limited number of (inaccurate) measurements, expert opinions,
hypotheses, and estimates. As a consequence, the validity of uncertainty analysis
results is a delicate matter.


Although ignored in this paper, sensitivity analysis is an important part of uncer-
tainty analysis. The goal of sensitivity analysis is to assess the influence of a (small)
change in inputs on the quantity of interest. It helps to identify input parameters
that have a weak influence on the value of the quantity of interest; these parameters
can be excluded from the uncertainty analysis. Sensitivity analysis is also beneficial
in algorithms searching for the minimum or maximum of a quantity of interest.


The worst scenario method can be used as a stand-alone method. It is also an
integral part of other methods as we observed in the sections on the Dempster-Shafer
theory and fuzzy set theory. Moreover, the WSM shares many features with optimal
shape design, PDE constrained optimization, and inverse problems, for instance. As
a consequence, various well-tried tools for theoretical as well as computational anal-
ysis are at our disposal. However, their tailoring for uncertain input data problems
is desirable.
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A NONLINEAR SYSTEM OF DIFFERENTIAL EQUATIONS
WITH DISTRIBUTED DELAYS


Pavol Chocholatý


Abstract


It is well-known that the environments of most natural populations change with
time and that such changes induce variation in the growth characteristics of popula-
tion which is often modelled by delay differential equations, usually with time-varying
delay. The purpose of this article is to derive a numerical solution of the delay differ-
ential system with continuously distributed delays based on a composition of p-step
methods (p = 1, 2, 3, 4, 5) and quadrature formulas. Some numerical results are pre-
sented compared to the known ones.


1 Introduction


Delay differential equations (DDE), also called functional differential equations,
time-delay systems, are widely used for describing and mathematical modeling of
various processes and systems in various applied problems. Theoretical aspects of
DDE theory are elaborate with almost the same completeness as corresponding parts
of ordinary differential equations (ODE) theory. However, unlike ODE, even for
linear DDE there are no general methods of finding solutions in explicit forms. So
elaboration of numerical methods for DDE is a very important problem. Presently,
various specific numerical methods are constructed for solving specific DDEs. Most
of investigations are devoted to numerical methods for systems with discrete delays
and Volterra integro-differential equations, see e.g. [2]. In the framework of such
approach one can construct for DDE analogies of all known numerical methods of
ODE case. Moreover the coefficients of the corresponding numerical methods are the
same in ODE and DDE cases. The approach described in this paper was applied to
numerical solution of delay differential equations with distributed delays.


2 Delay differential equations


ODE – the Cauchy problem considered is


x′(t) = f(t, x(t)), t ≥ t0,


x(t0) = x0,


where f is a nonlinear function, assumed to be Lipschitz continuous in x and x0 is
a given initial value. We consider a single equation because simpler notation can
be used in this case. Everything in this paper can be generalized to systems of
differential equations in a straightforward manner. There is a variety of applications
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which are more naturally modelled as functional differential equations rather then
ODEs. In such equations dependent variables are concurrently evaluated at more
then one value of the independent variable.


A generic form for such equations considered here is


x′(t) = f(t, x(t), x(ω1(t)), x(ω2(t))), t ≥ t0


where ω1(t) < t < ω2(t). When there are ω1(t) terms (corresponding to so-called
delays), but no ω2(t) terms (corresponding to so-called advances), then the functional
differential equation is called a DDE.


DDE – the Cauchy problem considered is


x′(t) = f(t, x(t+ τ1), . . . , x(t+ τk)), t ≥ t0,


x(t) = Ψ(t), t ≤ t0,


f is a function where t is the independent variable (usually considered as time), de-
pendent variable x(t) is a phase vector, and dependent variable x(t + τi),
τi ∈ 〈−r, 0〉, i = 1, 2, . . . , k is the function which characterizes an influence of the
pre-history of the phase vector on the dynamics of the system. A class of DDE
with constant delay τi, i = 1, 2, . . . , k is called DDEs with discrete delay. Supposed
that delay τi = τi(t) we speak about differential equations with discrete time-varying
delay. One can see, it is insufficient to know only the initial value to define the
phase vector x(t), but it is also necessary to define an initial function (initial pre-
history) Ψ(t). So, DDEs are generalizations of ODEs when the velocity x′(t) of
a process depends also on the pre-history x(t+ τi).


Delay can also be distributed


x′(t) = f(t, x(t),


0∫


τ(t)


α(t, s, x(t+ s))ds).


The Volterra integro-differential equations


x′(t) = f(t, x(t),


t∫


0


β(t, s, x(s))ds)


represent a special class of DDE with distributed delays. However, in practical
models distributed delays occur rather than concentrated one. Here, we study an
equation which includes as special cases logistic equations with both “concentrated”
and “continuous” delays.


Let us consider some of them, the delay logistic equation


x′(t) = r(t)x(t)


(
1− x(g(t))


K


)
, g(t) ≤ t
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describes a delay population model and is known as Hutchinson’s equation, if r andK
are positive constants and function g(t) = t + τ for negative constant τ . The os-
cillation of solutions of this equation was studied by Gopalsamy and Zhang [4]. It
is well-known that the environments of most natural populations change with time
and that such changes induce variation in the growth characteristics of populations.
For instance, favourable weather conditions stimulate an increase in the body size an
reproduction while unfavourable environments can lead to a decline in the birth rate
and increase in mortality. Temporal variations of an environment of a population
are usually incorporated in model systems by the introduction of time-dependent
parameters in governing equations. The reader is referred to the monograph of
Gopalsamy [1] for an extensive discussion of multispecies dynamics in temporally
uniform environments governed by autonomous differential equations with continu-
ously distributed delays.


Here, we conclude the Lotka-Volterra-like predator-prey model, which is a system
of two delay differential equations with distributed delay. This system is frequently
used to describe the dynamics of biological systems in which two species interact,
one a predator x1(t) and one its prey x2(t)


x′
1(t) =



c− k1x2(t)−


0∫


−τ


α1(x2(t+ s))ds



x1(t)


x′
2(t) =



−c+ k2x1(t)−


0∫


−τ


α2(x1(t+ s))ds



x2(t)


where x′
1(t) and x′


2(t) represent the growth of the two populations against time, c,
ki, αi are parameters representing the interaction of the two species.


Also, one of the models for human immunodeficiency virus (HIV) in a homoge-
neously mixed single-gender group with distributed waiting times can be described
using equations with distributed delay. Such DDEs with distributed delay arise in
a number of other scientific applications. In general, it is difficult to obtain solutions
of such equations for arbitrary choices of parameters. We usually resort to a numer-
ical method for obtaining an approximate solution of the problem. And we must
obtain classes of numerical methods for a specific choice of the parameters. In [3],
Kim and Pimenov have proposed an exact solution to a system of DDEs with dis-
tributed delay. Then, by considering the maximum absolute errors in the solution at
grid points and tabulated in tables for different choices of step size, we can conclude
how further presented approaches produce accurate results in comparison with those
exact ones.


A solution (x1(t), x2(t))
T of a nonlinear system of two DDEs with distributed


delays
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x′
1(t) = −1


2


0∫


−π


x1(t+ s)ds+
2x1(t)− π


2
x2(t)


√
x2
1(t) + x2


2(t)


x′
2(t) = −1


2


0∫


−π


x2(t+ s)ds+
2x2(t) +


π


2
x1(t)


√
x2
1(t) + x2


2(t)


corresponding to an initial function


Ψ1(s) = (1 + s) cos(1 + s)


Ψ2(s) = (1 + s) sin(1 + s)
, for − π ≤ s ≤ 0,


and an initial time t0 = 1, has the form


x1(t) = t cos(t)


x2(t) = t sin(t)
, for t ≥ 1.


3 A numerical approach


The most popular numerical approaches for solving Cauchy problem of ODEs are
called finite difference methods. Approximate values are obtained for the solution
at a set of grid points {ti : i = 0, 1, 2, . . . , N} and the approximate value at each
point ti+1 is obtained by using some of values obtained in previous steps. Single-step
methods for solving ODEs require only a knowledge of the numerical solution at
the point ti in order to compute the next value at the point ti+1. The best known
one-step methods are Euler’s methods (explicit, implicit), trapezoidal method and
higher-order Runge-Kutta methods. This has obvious advantages over the p-step
method that use several past values computed at the points ti−p+1. . . . , ti. And
p-step methods are used to produce predictor-corrector algorithms known as Milne’s
method, Milne-Simpson’s method and higher-order Adams-Moulton methods.


Now, we analyze numerical methods for evaluating definite integrals I(f) =∫ b


a
f(t)dt. Most such integrals cannot be evaluated explicitly and with many others


it is often faster to integrate them numerically rather than evaluating them ex-
actly using a complicated antiderivative of f(t). There are many numerical methods
for evaluating I(f), but most can be made to fit within the following framework.
For integrand f(t), find an approximating family {fn : n = 1, 2, . . .} and define


In(f) =
∫ b


a
fn(t)dt = I(fn) and we usually require the approximations fn(t) to sat-


isfy ‖f − fn‖∞ → 0 as n → ∞. Most numerical integration formulas are based on
defining fn(t) by using polynomial or piecewise polynomial interpolation. Formulas
using such interpolation with evenly spaced grid points are the composite trapezoidal
rule and the composite Simpson’s rule, which are the first two cases (k = 1, 2) of
the Newton-Cotes integration formula. The complete formula for k = 3 is called the
composite three-eights rule. Integration formulas in which one or both endpoints are
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missing are called open Newton-Cotes formulas, and the previous formulas are called
closed formulas. Each Newton-Cotes formula (k = 1, 2, 3) can be used to construct
a composite method with mentioned p-step methods (p = 1, 2, 3, 4, 5). The next
question of interest is whether the obtained approximate values for the solution of
our two DDEs with distributed delays converges to the exact ones.


So, the simplest way to solve our model equation


x′(t) = I + F (x(t)),


with initial function Ψ(s), by applying Simpson’s rule and explicit Euler’s methods
is outlined by the following algorithm:


h=pi/N;


for i=1:N+1


x{i}= Ψ(-pi+(i-1)*h);
end


for i=N+1:N+N*7


if(mod(i,2) ≈=0)


I=0;


for j=i-N:i-2


if(mod(j,2) ≈=0)


SUM=(h/3)*(x{j}+4*x{j+1}+x{j+2});
I=I+SUM;


end


end


end


if(mod(i,2) ==0)


I=0;


for j=i-N:i-2


if(mod(j,2) ==0)


SUM=(h/3)*(x{j}+4*x{j+1}+x{j+2});
I=I+SUM;


end


end


end


x{i+1}=x{i}+h*(I+F(x{i}));
end


4 Numerical experiments


In order to test the viability of the proposed composite methods and to demon-
strate its convergence computationally we have considered several tests with some
steps, to assess the convergence property and efficiency of methods developed in
Section 3.
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For instance, the idea is to calculate the numerical solution by Milne’s predictor-
corrector method with composite Simpson rule on an equidistant mesh ti+1− ti = h.
We discretize the time-interval t ∈ 〈1, 1 + 7π〉 on N subintervals in order to obtain
the approximate values for the solution at the grid points ti. Here we are only
interested in showing the errors for the solution at some grid points. To obtain
an approximation of maximum errors at the endpoint, we compare the numerical
solutions on two different meshes having N and 10N subintervals, respectively, and
having transition points 1 + cπ/3, c = 1, 8, 14, 21 at the same place (!irrational
numbers) in both the meshes, with the exact solution of this problem. Numerical
results are given in Table 1 for several values of h. The answers are given at only
a few points, rather than at all points at which they were calculated.


This problem has been solved using our methods with different values of N ,
(30, 300, 3000, 30000) and compared with exact solution. To illustrate the applicabil-
ity and effectiveness of “the best” composite method obtained by Milne-Simpson’s
method of 5-th order and Simpson rule, we compare our results with exact ones in
Table 2.


Tab. 1


points 1 + π/3 1 + 8π/3 1 + 14π/3 1 + 21π/3


x1, h = π/300 −0.938061642 −9.386079514 −15.69957230 −12.67558987


x1, h = π/3000 −0.938829650 −9.369056409 −15.64897895 −12.44655301


x1, exact −0.938812239 −9.367137558 −15.64332592 −12.42217059


x2, h = π/300 1.819802987 0.476277848 0.838558832 −19.34452329


x2, h = π/3000 1.819233853 0.445332299 0.748045279 −19.34682070


x2, exact 1.819244182 0.442434527 0.738875399 −19.34638443


Tab. 2


grid T (j) exact x1 approx. x1 exact x2 approx. x2


1 −0.93881224 −0.93882868 1.81924418 1.81923445


2 2.37949667 2.37914423 −4.61102368 −4.61175244


3 −3.82018110 −3.81898822 7.40280318 7.40510074


4 5.26086553 5.25835117 −10.19458268 −10.19927812


5 −6.70154995 −6.69723186 12.98662181 12.99428392


6 8.14223438 8.13562983 −15.77814168 −15.79011818


7 −9.58291881 −9.57354472 18.56992118 18.58678092
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This table presents approximate values to the solution of our DDEs with dis-
tributed delays computed by step h = π/3000 at only a few points T (j) = 1 +
(3j − 2)π/3, j = 1, 2, 3, 4, 5, 6, 7 rather than at all points at which they were calcu-
lated.
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COMPLEXITY OF THE METHOD OF AVERAGING∗


Josef Daĺık


Abstract


The general method of averaging for the superapproximation of an arbitrary par-
tial derivative of a smooth function in a vertex a of a simplicial triangulation T of
a bounded polytopic domain in <d for any d ≥ 2 is described and its complexity is
analysed.


1 Introduction


We reserve the symbol P(m)
d for the space of (real) polynomials in d ≥ 1 (real)


variables whose degree is less than or equal tom for anym ≥ 1, Ω for a bounded poly-
topic domain of dimension d ≥ 2 and consider meshes of Ω consisting of d-dimensional
simplices. For any simplex T , we put


hT = diam(T ) and %T = sup{diam(B) |B ⊂ T is a sphere}.


If a is an inner vertex of a mesh T and T1, . . . , Tn are the T -simplices with ver-
tex a then we call Θ(a) = T1 ∪ . . . ∪ Tn a neighbourhood of a and set h(a) =
max{hT1 , . . . , hTn}.


A Lagrange finite element e = e
(m)
d of degree m consists of


a) the simplex T = a1 . . . ad+1,


b) the local space L(m) of restrictions of the polynomials from P(m)
d to T ,


c) the ”set of parameters” relating the values p(ni1...id) to every p ∈ L(m)


in the


(
d+m
m


)
nodes ni1...id =


d+1∑


j=1


ij
m


aj


for the non-negative integers i1, . . . , id and id+1 such that i1 + . . .+ id+1 = m. (The
fractions i1/m, . . . , id+1/m are the barycentric coordinates of the node ni1...id in T .)


If m is a positive integer, T a d-dimensional simplex and u ∈ C(T ) then we


denote by PT,m[u] the L(m)–interpolant of u in the nodes of e
(m)
d .


∗This outcome has been achieved with the financial support of the Ministry of Education, Youth
and Sports, project No. 1M0579, within activities of the CIDEAS research centre.
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For any integerm, multiindex % with length r = |%| such thatm ≥ r ≥ 1, function
u ∈ Cm+2(Ω) and inner vertex a of a mesh T it is well-known that the T -simplices
T1, . . . , Tn with vertex a satisfy


∂r(PTi,m[u]− u)


∂x%
(a) = O


(
(hTi


)m+1−r
)
.


The (general) method of averaging consists in the solution of the problem to construct
a vector f = [f1, . . . , fn]


> such that


∂r (f1PT1,m[u] + . . .+ fnPTn,m[u]− u)


∂x%
(a) = O


(
h(a)m+2−r


)
. (1)


The special method of averaging, related to the special case d = 2,m = 1 = r, is
an old problem formulated already in [9], 1967, with the aim to get an accurate
approximation of the strain tensor in the postprocessing of the elasticity problem.
In many papers including [7], [10], [6], [3], various approaches to the solution of this
special case are presented. They can be applied in the constructions of a posteriori
error estimators of the finite element solutions of the second–order partial differential
problems in the plane, see [3] and [1], in the sensitivity analysis of optimization
problems and in other areas. Of course, the applicability of the solution of the
general problem is essentially more extensive. A solution of an analogously general
problem appeared in [8].


In Section 2, the vector f satisfying (1) is shown to be the minimal 2-norm
solution of a small underdetermined system of linear equations. In Section 3, we
study the way in which the complexity of these linear equations depends on the
given multiindex %. In the last Section 4, the general method of averaging is applied
to a concrete problem and an agreement of the order of error with (1) is illustrated
numerically.


2 The general method of averaging


We describe the system of linear equations for the vector f from (1) and conditions
guaranteeing the order of error required in (1).


Definition 1. If m is an integer, % a multiindex such that m ≥ r = |%| ≥ 1,
a an inner vertex of a mesh T and T1, . . . , Tn are the T -simplices with vertex a then
Fm,%(a) denotes the set of vectors f = [f1, . . . , fn]


> satisfying


f1
∂rPT1,m[p]


∂x%
(a) + . . .+ fn


∂rPTn,m[p]


∂x%
(a) =


∂rp


∂x%
(a) (2)


for all p ∈ P (m+1)
d .


Remark 1. If p ∈ P(m)
d then PTi,m[p] = p for i = 1, . . . , n. In this case the


equation (2) is trivial when ∂rp/∂x%(a) = 0 and it is of the form


f1 + . . .+ fn = 1 (3)


when ∂rp/∂x%(a) 6= 0. Obviously, the latter case appears for p = x%.
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Definition 2. A system T of meshes of our domain Ω ⊂ <d is said to be a regular
family when the following conditions (a), (b) are satisfied.


(a) For every ε > 0 there is a mesh T ∈ T such that hT < ε for all T ∈ T .


(b) There exists a constant σ such that σ ≥ hT/%T for all simplices T in any mesh
from T.


The following hypothesis, related to a regular family T, parameter m and to
a multiindex % with m ≥ r = |%| ≥ 1, has been proved in the special case for the
regular family of triangulations consisting of triangles without obtuse inner angles
in [3].


Hypothesis (H). There exists a constant C0 such that a vector f ∈ Fm,%(a) with
the 2-norm ‖f‖ ≤ C0 can be found for every inner vertex a of every mesh T ∈ T.


The following main statement has been proved in [4], Theorem 4.


Theorem 1. Let us assume that a regular family T, an integerm and a multiindex %
such thatm ≥ r = |%| ≥ 1 satisfy the hypothesis (H). Then there exists a constant C1


such that
∣∣∣∣∣
∂r(f1PT1,m[u] + . . .+ fnPTn,m[u]− u)


∂x%
(a)


∣∣∣∣∣ ≤ C1|u|m+2,∞h(a)m+2−r


for every function u ∈ Cm+2(Ω), all inner vertices a of the meshes T ∈ T, the
T -simplices T1, . . . , Tn with vertex a and for the vectors f ∈ Fm,%(a) with the prop-
erty ‖f‖ ≤ C0.


Let us assume that a regular family T, integer m and a multiindex % such
that m ≥ r = |%| ≥ 1 satisfy the hypothesis (H). Then, for any inner vertex a
of a triangulation T ∈ T, the T -simplices T1, . . . , Tn with vertex a and any func-
tion u ∈ Cm+2(Ω), the minimal 2-norm solution f = [f1, . . . , fn]


> of the system of
equations (2) satisfies ‖f‖ ≤ C0 and the related linear combination


Gm,%[u](a) ≡ f1
∂rPT1,m[u]


∂x%
(a) + . . .+ fn


∂rPTn,m[u]


∂x%
(a) (4)


approximates ∂ru/∂x%(a) with an error O(h(a)m+2−r) due to Theorem 1. As both


sides of (2) are linear, the equations (2) for all p ∈ P (m+1)
d are equivalent to the


dimP(m+1)
d equations (2) for all p from the basis


1, x1 − a1, . . . , xd − ad, (x1 − a1)
2, (x1 − a1)(x2 − a2), . . . , (xd − ad)


2,
. . . , (x1 − a1)


m+1, (x1 − a1)
m(x2 − a2), . . . , (xd − ad)


m+1.
(5)


Due to Remark 1, these equations are equivalent to the reduced system of


1 +


(
m+ d
d− 1


)
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m 1 2 3 4 5
d = 2 4 (6) 5 (10) 6 (15) 7 (21) 8 (28)
d = 3 7 (10) 11 (20) 16 (35) 22 (57) 29 (84)


Tab. 1: The numbers of equations in the reduced systems and the dimensions of P(m+1)
d


(in brackets).


equations consisting of the equation (3) and the equations (2) for the polynomials p of
degreem+1 from (5). In Table 1, the numbers of equations from the reduced systems


are compared with the dimensions of the spaces P(m+1)
d in brackets for m = 1, . . . , 5


and d = 2, 3. The right-hand sides of the equations (2) for the polynomials of degree
m + 1 from (5) are equal to zero. In [3], the reduced systems of four equations in
the special case are analysed completely and efficient procedures for their solution
are suggested.


3 Complexity of the general method of averaging


Theorem 1 says that the order of error of approximation of any partial derivative
of degree r is proportional to the difference m − r and the method of averaging
increases this order from m + 1 − r to m + 2 − r. In the special case there is
m = 1 = r, i.e. the degree of the interpolants used on the triangles surrounding
the given vertex a is the least possible. The cases m = r appear, among others, for
the following reasons: The data necessary for the higher degree interpolants need
not be available and, in the case m = r, the calculations of the method of averaging
are most simple. In what follows, we restrict our analysis to the special case m = r
only. We investigate simplifications of the general method of averaging based on the
following identities:


Problem. For a given simplex T and non-zero multiindex % find non-zero mul-
tiindices σ, τ with lengths s, t such that % = σ + τ and


∂rPT,r[p]


∂x%
=


∂sPT,s [∂
tp/∂xτ ]


∂xσ
∀ p ∈ P (r+1)


d . (6)


These identities give us the following information about the reduced systems of
equations: If the multiindices σ, τ create a solution of the Problem then, as the partial
derivatives ∂tp/∂xτ of all polynomials p of degree r + 1 are just all polynomials of
degree s+1, the system of equations (2) for all polynomials p of degree m = r+1 is
in fact the system of equations (2) for all polynomials ∂tp/∂xτ of the smaller degree


m = s+1. Hence the reduced system of 1+


(
r + d
d− 1


)
equations is in fact a simpler


reduced system of 1 +


(
s+ d
d− 1


)
equations.
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Identity (6) can be equivalently formulated by means of the space


Q(r+1)
T = {q ∈ P (r+1)


d |PT,r[q] = o}
in the following way.


Theorem 2. For all simplices T and non-zero multiindices σ, τ with % = σ + τ ,
(6) is equivalent to the condition


∂sPT,s [∂
tq/∂xτ ]


∂xσ
= 0 ∀ q ∈ Q(r+1)


T . (7)


Proof. Let us assume that the multiindices σ, τ satisfy condition (7) and consider


a polynomial p ∈ P (r+1)
d . If we set q = p−PT,r[p] then q ∈ Q(r+1)


T so that q satisfies (7)
by assumption. But then


∂sPT,s [∂
tp/∂xτ ]


∂xσ
=


∂sPT,s [∂
t (PT,r[p] + q) /∂xτ ]


∂xσ
=


∂rPT,r[p]


∂x%
.


If (6) is true then we obtain (7) by inserting the polynomials q ∈ Q(r+1)
T into (6).


The following solution of an analogy of our Problem in dimension d = 1 appears
to be usefull in what follows.


Theorem 3. Let r > 1, p ∈ P (r+1)
1 and a = x0 < x1 < . . . < xr = b be


equidistant nodes. Then the Lagrange interpolant Pr[p] ∈ P (r)
1 of p in the nodes


a = x0, x1, . . . , xr = b and the Lagrange interpolant P1


[
p(r−1)


]
∈ P (1)


1 of p(r−1) in the
nodes a, b satisfy


drPr[p]


dxr
=


1


b− a


∫ b


a
p(r)(x)dx =


dP1


[
p(r−1)


]


dx
. (8)


Proof. Of course,


dP1


[
p(r−1)


]


dx
=


p(r−1)(b)− p(r−1)(a)


b− a
=


1


b− a


∫ b


a
p(r)(x)dx. (9)


On the other hand, for every x ∈ 〈a, b〉 there is ξ ∈ (a, b) such that


p(x)− Pr[p](x) =
p(r+1)(ξ)


(r + 1)!
(x− x0)(x− x1) . . . (x− xr)


due to [2], Section 2.3. As p ∈ P (r+1)
1 , there exists a constant C such that p(r+1)(ξ)=C


for all ξ ∈ (a, b). This and the comparison of the r-th derivatives of both sides of
the last identity lead to


drPr[p]


dxr
= p(r)(x)− C


(r + 1)!
[(r + 1)! x− r! (x0 + . . .+ xr)]


= p(r)(x)− Cx+
C


r + 1
(x0 + . . .+ xr)
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for all x ∈ 〈a, b〉. Integrating both sides of this identity over 〈a, b〉, dividing by b− a
and using the fact that drPr[p]/dx


r is a constant, we obtain


drPr[p]


dxr
=


1


b− a


∫ b


a
p(r)(x)dx+ C


[
x0 + . . .+ xr


r + 1
− a+ b


2


]
.


As the nodes a = x0, x1, . . . , xr = b are equidistant, this identity means


drPr[p]


dxr
=


1


b− a


∫ b


a
p(r)(x)dx.


Lemma 1. Under the assumptions of Theorem 3,


drPr[p]


dxr
=


1


hr


r∑


i=0


(−1)r−i


(
r
i


)
p (xi) for h =


b− a


r
.


Proof. If we express the Lagrange interpolant Pr[p](x) in the Newton form for equidis-
tant nodes then we obtain


drPr[p]


dxr
=


∆rp(0)


hr
.


The statement can be proved by induction using the recursive definition of the r-th
forward difference ∆rp(0).


In the following Theorem 4 we describe all solutions of our Problem in the special
case of the partial derivatives in the variables ξ1, . . . , ξd given by the directions of the
catheti of the unit simplices T̂ = a1 . . . ad+1 with a1 = [0, 0, . . . , 0], a2 = [1, 0, . . . , 0],


. . ., ad+1 = [0, 0, . . . , 1] of the reference finite elements ê
(r)
d with the discretization


step h = 1/r. For the indices i1 = 0, . . . , r, i2 = 0, . . . , r− i1, . . ., id = 0, . . . , r− i1 −
. . .− id−1,


n̂i1...id = [i1h, i2h, . . . , idh] (10)


are the nodes of ê
(r)
d . In Fig. 1, the black circles illustrate the nodes of the finite


element ê
(r)
2 .


Theorem 4. Let T̂ be a unit simplex and % a non-zero multiindex with length r.
The non-zero multiindices σ, τ of lengths s, t create a solution of the Problem if and
only if σ = τ · s/t.


Proof. Let us consider arbitrary indices


i1 = 0, . . . , r + 1,


ik = 0, . . . , r + 1− i1 − . . .− ik−1 for k = 2, . . . , d− 1 and (11)


id = r + 1− i1 − . . .− id−1
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Fig. 1: The nodes of the finite element ê
(r)
2 .


and set


fik(ξk) =
∏ik−1


ι=0 (ξk − ιh) for k = 1, . . . , d,


qi1...id(ξ1, . . . , ξd) = fi1(ξ1) . . . fid(ξd). (12)


As a matter of fact, fik is a polynomial of degree ik in the variable ξk such that
fik(ιh) = 0 for all indices ι, 0 ≤ ι < ik. Consequently, deg(qi1...id) = r + 1 and qi1...id
is equal to zero in all nodes (10) of the finite element ê


(r)
d as well as in the additional


nodes n̂j1...jd with the indices j1 . . . jd of the form (11) except the node n̂i1...id itself.
The additional nodes are indicated by the white circles in the case d = 2 in Fig. 1.
These facts lead to the conclusion that the polynomials (12) create a basis in the


space Q(r+1)


T̂
. This and the linearity of condition (7) mean that (7) is valid for all


q ∈ Q(r+1)


T̂
if and only if (7) is valid for the polynomials (12) related to all indices


i1 . . . id of the form (11).


Let us now express the partial derivative from (7) for a function q = qi1...id .
Setting σ = (α1, . . . , αd) and τ = (β1, . . . , βd), we obtain


∂tqi1...id
∂ξτ


=
∂tqi1...id


∂ξβ1
1 . . . ∂ξβd


d


= f
(β1)
i1 (ξ1) . . . f


(βd)
id


(ξd). (13)


Observe that this derivative is different form zero if and only if


β1 ≤ i1, . . . , βd ≤ id. (14)


The next step towards the formulation of condition (7) for the functions qi1...id is
to create the interpolant PT̂ ,s [∂


tqi1...id/∂ξ
τ ]. We set H = 1/s and, to every node


Û = N̂u1...ud of the finite element ê
(s)
d , relate the function


L0
Û
(ξ1, . . . , ξd) = Fu1(ξ1) . . . Fud


(ξd)GÛ(ξ1, . . . , ξd)


such that


Fuk
(ξk) =


uk−1∏


ι=0


(ξk − ιH) for k = 1, . . . , d,
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GÛ(ξ1, . . . , ξd) =
s∏


ι=u1+...+ud+1


(ιH − ξ1 − . . .− ξd).


As deg(Fu1) = u1, . . . , deg(Fud
) = ud and deg(GÛ) = s − u1 − . . . − ud, we have


deg(L0
Û
) = s. Moreover, L0


Û
(v1, . . . , vd) = 0 for every node N̂ v1...vd of ê


(s)
d different


from Û . Indeed, if v1 + . . .+ vd ≤ u1 + . . .+ ud then there exists an index vk < uk so
that Fuk


(vk) = 0 and GÛ(v1, . . . , vn) = 0 in the case v1 + . . .+ vd > u1 + . . .+ ud. As


L0
Û
(u1, . . . , ud) = Hsu1! . . . ud!(s− u1 − . . .− ud)!,


we can see that


LÛ(ξ1, . . . , ξd) =
1


Hsu1! . . . ud!(s− u1 − . . .− ud)!
L0
Û
(ξ1, . . . , ξd) (15)


is the Lagrange base function in the local space L̂(s) = P(s)
d of the reference finite


element ê
(s)
d related to the node Û . Then, due to (13),


PT̂ ,s


[
∂tqi1...id
∂ξτ


]
= PT̂ ,s


[
f
(β1)
i1 (ξ1) . . . f


(βd)
id


(ξd)
]


=
s∑


u1=0


s−u1∑


u2=0


. . .
s−u1−...−ud−1∑


ud=0


LÛ(ξ1, . . . , ξd) f
(β1)
i1 (u1H) . . . f


(βd)
id


(udH).


In order to obtain the σ-th partial derivative of this interpolant, let us analyse the
partial derivatives


∂sLÛ


∂ξσ
=


∂sLÛ


∂ξα1
1 . . . ∂ξαd


d


. (16)


As deg(LÛ) = s, (16) is a constant depending on the coefficient C of the maximal-
order monomial Cξα1


1 . . . ξαd
d of LÛ . Necessarily, this monomial is a product of the


maximal-order monomials


ξu1
1 , . . . , ξud


d (17)


from the factors Fu1 ,. . . ,Fud
of LÛ . But then


uk ≤ αk for k = 1, . . . , d. (18)


The nodes [u1H, . . . , udH] of the finite element ê
(s)
2 satisfying (18) are illustrated by


the black circles in the case d = 2 in Fig. 2. A simple consideration tells us that the
product of the monomials (17) with the maximal-order monomial


(−1)s−u1−...−ud(s− u1 − . . .− ud)!


(α1 − u1)! . . . (αd − ud)!
ξα1−u1
1 . . . ξαd−ud


d
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Fig. 2: The nodes [u1H, . . . , udH] of the finite element ê
(s)
2 .


from the factor GÛ appears in L0
Û
and, due to (15),


∂sLÛ


∂ξσ
=


(−1)s−u1−...−ud


Hsu1! . . . ud!(α1 − u1)! . . . (αd − ud)!


∂s


∂ξσ
ξα1
1 . . . ξαd


d


=
(−1)s−u1−...−ud


Hs


(
α1


u1


)
. . .


(
αd


ud


)
.


Hence, by this result, (18) and Lemma 1, ∂sPT̂ ,s [∂
tqi1...id/∂ξ


τ ] /∂ξσ =


=
s∑


u1=0


s−u1∑


u2=0


. . .
s−u1−...−ud−1∑


ud=0


∂sLÛ


∂ξσ
f
(β1)
i1 (u1H) . . . f


(βd)
id


(udH)


=
α1∑


u1=0


α2∑


u2=0


. . .
αd∑


ud=0


(−1)s−u1−...−ud


Hs


(
α1


u1


)
. . .


(
αd


ud


)
f
(β1)
i1 (u1H) . . . f


(βd)
id


(udH)


=
d∏


k=1


1


Hαk


αk∑


uk=0


(−1)αk−uk


(
αk


uk


)
f
(βk)
ik


(ukH)


=
d∏


k=1,αk>0


dαkPαk


[
f
(βk)
ik


]


dξαk
k


d∏


k=1,αk=0


f
(βk)
ik


(0). (19)


Now, we characterize the non-zero multiindices σ, τ satisfying condition (7) for


the polynomials qi1...id related to the indices i1 . . . id of the form (11). If deg(f
(βk)
ik


) =


ik − βk ≤ αk then Pαk


[
f
(βk)
ik


]
= f


(βk)
ik


and


dαkPαk


[
f
(βk)
ik


]


dξαk
k


= f
(αk+βk)
ik


.


Both this value for αk > 0 and f
(βk)
ik


(0) for αk = 0 is zero in the case ik − βk < αk


and non-zero when ik − βk = αk for k = 1, . . . , d. Hence, whenever there exists k
such that ik − βk < αk, the product (19) is zero. Let us analyse the remaining case


ik − βk ≥ αk for k = 1, . . . , d. (20)
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By adding up these inequalities and using (11), we obtain r+1−t ≥ s or, equivalently,
s+1 ≥ s. Hence all inequalities from (20) except one are equalities and the exception
is of the form ik − βk = αk + 1. As the factors in the product (19) related to the
equalities are non-zero, (19) is equal to zero for all sequences of indices from (11) if
and only if


dαkPαk


[
f
(βk)
αk+βk+1


]


dξαk
k


= 0 when αk > 0 and f
(βk)
βk+1(0) = 0 when αk = 0 (21)


for k = 1, . . . , d. In the case αk > 0, condition (21) is equivalent to


dP1


[
f
(αk+βk−1)
αk+βk+1


]


dξk
= 0


due to Theorem 3. As fαk+βk+1(ξk) =
∏αk+βk


ι=0 (ξk − ιh) =


= ξαk+βk+1
k − h


2
(αk + βk + 1)(αk + βk)ξ


αk+βk
k


+
h2


24
(αk + βk + 1)(αk + βk)(αk + βk − 1)(3αk + 3βk + 2)ξαk+βk−1


k + p(ξk)


for some polynomial p with deg(p) ≤ αk + βk − 2, we obtain f
(αk+βk−1)
αk+βk+1 (ξk) =


=
(αk + βk + 1)!


2


[
ξ2k − h(αk + βk)ξk +


h2


12
(αk + βk − 1)(3αk + 3βk + 2)


]
.


Then


dP1


[
f
(αk+βk−1)
αk+βk+1 (ξk)


]


dξk
=


f
(αk+βk−1)
αk+βk+1 (αkH)− f


(αk+βk−1)
αk+βk+1 (0)


αkH


= (αk + βk + 1)!
αkH


2
[αkH − (αk + βk)h] .


By putting h = 1/(s+ t) and H = 1/s, we can see that condition (21) is equivalent
to the condition


(αk + βk + 1)!αk


2s2(s+ t)
(αkt− βks) = 0


and this one is equivalent to αk = βk · s/t. In the case αk = 0, an evaluation of


f
(βk)
βk+1(0) tells us that the condition f


(βk)
βk+1(0) = 0 means βk = 0.


The results obtained in both cases lead to σ = τ · s/t.
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4 Conclusions


We formulate a corollary of Theorem 4 characterizing multiindices % such that
our Problem has a solution on a unit simplex, illustrate the influence of the solutions
of the Problem on the complexity of the method of averaging by an example and
discuss some open problems.


Definition 3. Let % = (γ1, . . . , γd) be a multiindex of length r and l% the largest
common divisor of γ1, . . . , γd. We call the multiindex % reduced when l% = 1. If % is
non-reduced then we set γk = γk/l% for k = 1, . . . , d and say that the multiindex
% = (γ1, . . . , γd) is a reduction of % of length r = r/l%.


Corollary 1. There exists a solution σ, τ of the Problem related to a d-dimensional
unit simplex T̂ and a non-zero multiindex % = (γ1, . . . , γd) if and only if % is non-
reduced.


Proof. According to Theorem 4, non-zero multiindices σ, τ solve the Problem when-
ever σ = τ · s/t. As s/t > 0, we have % = τ · r/t and r/t > 1. Let us write r/t = r/t
so that the integers r, t are relatively prime. Then, as r > t ≥ 1 and


γk = βk · r
t


for k = 1, . . . , d,


the fractions βk/t are integers for k = 1, . . . , d. This and r > 1 tell us that % is
non-reduced. On the other hand, if % is non-reduced and % = l%% then the non-zero
multiindices σ = %, τ = (l% − 1)% create a solution of the Problem.


It is an open question whether Corollary 1 can be generalized to arbitrary sim-
plices. The statement of the following Lemma 2, see [4], Lemma 8, provides a partial
positive answer to this question.


Lemma 2. If r ∈ {2, 3, . . .} and k ∈ {1, 2} then


∂rPT,r(p)


∂xr
k


=
∂PT,1(∂


r−1p/∂xr−1
k )


∂xk


for all 2-dimensional simplices T and polynomials p = p(x1, x2) of degree r + 1.


Example 1. For u(x, y) = ln(x2 + 0.2y4 + 0.5) · exp(xy − sin(x + 2y) − 3) and an
inner vertex a = [0, 0] with the neighbours ha1, . . . , ha7 of certain triangulations Th –
Fig. 3 illustrates the neighbourhood Θ(a) = T1 ∪ . . .∪ T7 of a in Th – find the errors
of the approximations of ∂3u/∂x3(a) by means of the method of averaging with the
parameters m = 3 = r for such values of h that h(a) = 2−1, . . . , 2−8.


In this example, the multiindex % = (3, 0) is non-reduced. Setting σ = % = (1, 0)
and τ = (2, 0), we can see that the reduced systems of 6 equations in 7 unknowns
indicated in Table 1 are in fact reduced systems of 4 equations in 7 unknowns due to
Lemma 2. These systems are exactly the reduced systems for the superapproximation
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Fig. 3: Neighbourhood Θ(a) = T1 ∪ . . . ∪ T7 of a in Th.


i hi ei log ei
ei−1


/ log hi


hi−1


1 5E−1 −1.57729E−1
2 2.5E−1 −4.38036E−2 1.84833
3 1.25E−1 −1.13485E−2 1.94855
4 6.25E−2 −2.86352E−3 1.98664
5 3.125E−2 −7.17266E−4 1.99721
6 1.5625E−2 −1.79366E−4 1.99960
7 7.8125E−3 −4.48941E−5 1.99831
8 3.90625E−3 −1.13726E−5 1.98096


Tab. 2: The errors ei = ∂3u/∂x3(a) − G3,(3,0)[u](a) and the estimates of the order of
accuracy.


of the first derivative ∂u/∂x(a) by the method of averaging with the parameters
m=1=r. We solve these underdetermined systems of 4 equations by the Householder
QR-algorithm described in [5] and use their solutions f1, . . . , f7 in the computation
of the approximation G3,(3,0)[u](a) according to (4).


Table 2 presents the values of errors ei = ∂3u/∂x3(a) − G3,(3,0)[u](a) related to
the parameters h(a) = hi = 2−i for i = 1, . . . , 8. The last column indicates that
ei = O(h2


i ).
The special method of averaging (d = 2,m = 1 = r) has been analysed in [3]


completely. On the contrary, concerning the general method, answers to many open
questions would increase its applicability. Among them, besides the generalization
of Corollary 1, validity of the hypothesis (H) and applicability of the method in the
boundary vertices should be studied.
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[3] Daĺık, J. : Averaging of directional derivatives in vertices of nonobtuse regular
triangulations. Numer. Math. 116 (2010), 619–644.
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USAGE OF MODULAR SCISSORS
IN THE IMPLEMENTATION OF FEM∗


Dalibor Frydrych


Abstract


Finite Element Method (FEM) is often perceived as a unique and compact pro-
gramming subject. Despite the fact that many FEM implementations mention the
Object Oriented Approach (OOA), this approach is used completely, only in minority
of cases in most real-life situations. For example, one of building stones of OOA, the
interface-based polymorphism, is used only rarely.


This article is focusing on the design reuse and at the same time it gives a complex
view on FEM. The article defines basic principles of OOA and their use in FEM im-
plementation. Using OOA FEM project is split in many smaller sub-projects which
are interlinked together. Links between sub-projects are one way only and non cir-
cular. Such a setting gives opportunity to use the modular scissors. In addition,
these individual sub-projects can be used directly, without additional adjustments, in
similar projects.


1 Introduction


Development of computer programs have undergone significant changes in recent
years. In the beginning, programming was seen as a kind of art. Programmers
worked alone and quality of their work depended on their individual skills. The
demand for computer programs increased significantly with rising use of computers.
At the same time expectation from these programs were growing too, in parallel
with the complexity of studied tasks. A new market was created and new companies
emerged to develop computer programs. Due to complexity of tasks programs were
usually written by several programmers. This brought along approach known, up
to that date, mainly in mass production: analysis and planning standardization,
quality assurance, process documentation, personal replaceability, labor efficiency
and management. Development of computer programs became a full scale industry.


Process of program development is structured like other projects. Development
is done by a development team. Team is managed by Project manager. A task is
initially analyzed, if necessary also in depth at customer side, by an analyst. Designer
is supposed to choose an appropriate software platform and language. Programmer
(SW designer) is often called a “coder” and is responsible solely to write machine
code using data input defined by analyst and designer.


∗This work has been supported by Ministry of Education of the Czech Republic; under the
project “Advanced remedial technologies and processes”, code 1M0554.
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Organizing the project development in different layers between different persons
improves productivity. Team member on given level is an expert in his job. Commu-
nication between the layers is standardized by using defined documents (equivalent
of technological procedures for example in industrial production). Definition of all
these steps ensures personal replaceability and makes team management easier. In
order to ensure that documentation is consistent in all levels it was necessary to
adjust general approach to problem solving. Nowadays, the ideal approach seem to
be Object Oriented Approach (OOA).


2 Object oriented approach


Common mistake committed by developers is, to use for solving of a problem the
object oriented programming language, and to believe that it is OOA. OOA is mainly
about giving a project right structure, than about using particular programming
language. For example, one of important features, by which OOA can be recognized
is the absence of circular associations.


Fig. 1: Class diagram of circular association.


Circular associations are often responsible for tangling of code. Figure 1 demon-
strates circular association between three classes A, B and C. Class diagram from
Unified Modeling Language (UML) [2] is used for explanation. Modeling of processes,
where classes are so heavily interlinked is very complicated as change in one class
causes changes in other classes. During implementation, many such conflicts arise
and what makes solving of problem even more difficult is the fact, that responsibility
of individual classes is not clearly defined.


Solution to this problem is to cut the circular association, for example between
class C and A, and make it linear. Then the responsibilities of classes are clearly
defined. Implementation of class C is the starting point. Because class C is not
dependent on any other class, its responsibility is clearly defined. Implementation is
quick and easy. Next step is implementation of class B. This class is using class C.
But class C is already implemented and tested, so it is ready to use. The same
situation repeats in implementing of class A.


However, decision how to cut circular association is a crucial step and has to be
done only after deep analysis of the whole system.
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3 Analytical model of FEM


Now, it is time to describe FEM, very roughly and analytically, from system
design point of view. Domain of task Ω is divided in particular sets of elements.
Scalar products are calculated for each element. Values of individual scalar sets
members depend on initial conditions, respectively on results of previous time step.
Scalar products are placed in global matrix. Global matrix and the right hand side
of linear equations set are modified according to boundary conditions. Set of linear
equations is solved, and then interpreted as values of individual searched parameters.
Then the calculation is repeated for next time step.


From the above description it is clear, that the FEM is element-centric method.
In many implementations of FEM, the data structure defining an element is very
big.


class Element {


Node[] nodes;


...


MaterialParameters[] materialParameters;


DOF[] dofs;


Results[] results;


...


}


It contains information about initial conditions, material properties, boundary con-
ditions etc. Such a structure is too complicated and difficult to re-use. Defining too
big structures is very common design mistake.


3.1 Reduced model of mesh


The key point of efficient design is making the data structure, which defines the
element, smaller. The basic idea is the following: element defines only part of the
task domain Ω, an element needs only association to nodes.


Analytical model of mesh is then very simple, as can be seen in Figure 2. Mesh
keeps only information about task domain Ω, ensures the association to list of ele-


Fig. 2: UML class diagram of mesh.
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ments and list of nodes. An element is a typical abstract structure. Mechanism of
inheritance is used to specify concrete type of element (triangle, tetrahedron, ...).
A model defined in this way has a clearly defined functionality, which can be used in
future models with no need for additional modification - that is the idea of re-use.


3.2 Methodology DF 2EM


Methodology DF 2EM (Developers Fab Finite Element Method) [5] describes
individual particular models, their functionality and associations in between them,
see Figure 3.


The lowest level represented by model Tools is dealing with system functions. The
next level model Math is solving main mathematical parts. All these models work
only with basic sets of data (int and double), eventually define their own (Matrix).
On the next level there are three independent models:


• Model Mesh described above.


• Model Material implementing calculation with material parameters.


• Model Scenario solving definition of individual time steps for calculation of un-
steady processes.


Model Approx is a database of approximation functions. Model Local intercon-
nects, using association classes models Mesh, Material and Approximation and im-
plement calculations of local matrices. Model Formulation defines basis of mathe-
matics formulation of FEM (primal, mixed-hybrid, etc.). On the highest level there is
model Task. It ensures initial phases, start up and management of the whole cal-
culation. From Figure 3 it is clear that associations between individual models are
NOT circular. To re-use any individual model, it is possible to use modular scis-
sors. For example, to re-use model Local, it is necessary to take ONLY models on
which this model is dependent (Approx, Material, Mesh, etc.) NOT all the models
Methodology DF 2EM .


4 Implementation


Programming language JAVA was used for implementation. Implementation
was named as Project DF 2EM and was based on models created in Methodol-
ogy DF 2EM . Interface-based polymorphism was exclusively used for implementa-
tion in order to ensure easy exchange of concrete implementation. JAVA language
ensures the possibility to insert concrete implementation even in run-time (similar
to principle of plug-in modules). User of Project DF 2EM has therefore an option
to exchange any part of implementation by a different one without need to modify
the source texts Project DF 2EM .


4.1 Testing


An important part of each software development project is its testing. For im-
plementation of Project DF 2EM were used ideas of technology Test driven devel-
opment. Division of FEM into small logically defined parts, enabled their thorough
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Fig. 3: Schema of DF 2EM models.


testing. Framework JUnit [3] was used for testing. Thorough testing was possible
by using support tool Cobertura. In perimeter of JUnit it is possible to create test
file for each class. Then it is possible, within the class, to test all its methods. Tool
Cobertura analyzes how all individual tests were running. Checks track of all tests
passages through individual lines of source code and presents results in graphs and
reports. In this way it enables very detailed testing of all the functions of individual
classes.
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5 Conclusion


This article defined a unique system ofOOA to FEM calledMethodologyDF 2EM .
Basis is Methodology DF 2EM detailed OOA of FEM. This OOA is independent
of used programming language. FEM is divided in small, logically defined mod-
ules - which are managing individual objects. Associations between modules were
reduced so between them and also inside of them circular associations were not cre-
ated. Avoidance of circular associations, allow as to separate individual modules for
re-use, by modular scissors. Such models can be re-used in other project without
additional corrections or adjustments.


Methodology DF 2EM is not only a theoretical work with no practical use. Im-
plementation was done in language JAVA and is called Project DF 2EM . Project
DF 2EM is used for implementation of several models based on FEM. Very good
results were reached in model ISERIT [6].
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ON THE WORST SCENARIO METHOD:
APPLICATION TO UNCERTAIN NONLINEAR


DIFFERENTIAL EQUATIONS WITH NUMERICAL EXAMPLES∗


Petr Harasim


1 Introduction: The worst scenario method


A great many problems in science can be described and solved by means of
suitable mathematical models. Nevertheless, since the input data of mathematical
models is encumbered with various sorts of uncertainty, the output values are also
uncertain. It is our goal to evaluate the uncertainty of output data if the uncertainty
of input data is somehow specified.


The mentioned models are characterized by a state problem P(a, u), where a rep-
resents input data and u denotes a solution of the state problem, so called state so-
lution. The state problem P(a, u) can be represented by a boundary value problem,
for instance. We consider a state problem whose input data is uncertain. Thus, let
Uad be a given set of admissible input data. Since the state solution u depends on
the input parameter a ∈ Uad, we obtain a set of state solutions. As a rule, we are
concerned with a real-valued quantity of interest related to the state solution and
represented by a criterion functional Φ = Φ(a, u(a)), generally directly dependent
on a. Due to the uncertainty of the state solution, we obtain a set of values of the
criterion functional.


There exists a number of approaches to treatments of uncertainty in mathematical
models. The choice of an acceptable approach depends largely on the amount of
available information about the input data. If only the set of admissible input
data is known, we wish to derive the corresponding set of outputs. In engineering
applications, mainly large values of the quantity of interest (e.g. temperature at
a selected point of a heated body, or local mechanical stress at a point of a loaded
body) are important. Therefore, we search for an input parameter a0 ∈ Uad such
that the quantity of interest is maximal, i.e. we search for the worst scenario.


More precisely, let the state problem P(a, u) be given, a ∈ Uad ⊂ U , u ∈ V , where
U and V are suitable Banach spaces, and let Φ be the criterion functional mentioned
above. The goal is to solve the following worst scenario problem: Find a0 ∈ Uad such
that


a0 = arg max
a∈Uad


Φ(a, u(a)). (1)


∗The work was supported by the Academy of Science of the Czech Republic, Institutional
Research Plan No. AV0Z 30860518. The author would like to thank Dr. J. Chleboun and
Dr. P. Byczanski for their help during the work.
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The existence of the solution to problem (1) can be proved via the convergence
of the solutions to approximate worst scenario problems, see [2]. The approximate
worst scenario problem is defined as follows: Find aM0


h ∈ UM
ad such that


aM0
h = arg max


aM∈UM
ad


Φ(aM , uh(a
M)), (2)


where UM
ad ⊂ Uad is a M -dimensional approximation of the admissible set Uad,


uh(a
M) ∈ Vh ⊂ V is the solution of the state problem in a finite-dimensional sub-


space Vh of space V (usually, we use a finite element space). This approach also
provides a way to calculate, at least approximately, the worst scenario a0 and the
corresponding value Φ(a0, u(a0)).


For a more detailed mathematical treatment of the worst scenario method, see,
e.g., [1, 2, 3, 4, 5].


2 Application to a one dimensional nonlinear boundary value problem


2.1 Definition of the problem


We consider the state problem examined in [2] and motivated by a boundary
value problem with an ordinary differential equation: Find u ∈ H1


0 (0, 1) such that


∫ 1


0


a(u′2)u′v′dx =


∫ 1


0


fv dx ∀v ∈ H1
0 (0, 1), (3)


where H1
0 (0, 1) is the usual Sobolev space, the function a ∈ Uad is an admissible


coefficient, f ∈ L2(0, 1). Let the admissible set Uad be a set of Lipschitz continuous
functions a defined on R+


0 (nonnegative real numbers) and such that


0 ≤ da


dx
≤CL a.e. in [0, xC ],


a(x) =a(xC) for x ≥ xC,


0 < amin ≤ a(x) ≤amax ∀x ∈ R+
0 ,


where CL, xC, amin, amax are positive constants such that the admissible set is not
empty.


Further, let Tj, j ∈ {1, . . . ,M}, be equally spaced points in [0, xC ], T1 = 0 and
TM = xC . We define the set UM


ad ⊂ Uad of functions a ∈ Uad such that a|[Tj ,Tj+1] ∈
P1([Tj, Tj+1]), j ∈ {1, . . . ,M−1}, where P1([Tj, Tj+1]) denotes the linear polynomials
on the interval [Tj, Tj+1]. Moreover, we introduce equally spaced points x0 = 0 <
x1 < . . . < xN+1 = 1 into interval [0, 1] and define Vh ⊂ H1


0 (0, 1), the space of
functions continuous on [0, 1], linear on the interval [xi, xi+1], i = 0, . . . , N , and with
vanishing value at 0 and 1.
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2.2 Algorithm and numerical results


In the following section, we show a procedure to find, at least approximately, a so-
lution of problem (2), and present some numerical results. The computations were
performed in MATLAB.


At first, we set Ψ(a) = Φ(a, u(a)), so that we will examine a-dependent func-
tional Ψ defined on UM


ad . Furthermore, the finite-dimensional admissible set UM
ad can


be identified with a compact subset ÛM
ad ⊂ RM , if we define


ÛM
ad = {α ∈ RM : ∃a ∈ UM


ad α = (α1, . . . , αM)


= (a(x1), . . . , a(xM))},
see also [1]. In this sense, the functional Ψ is, as a matter of fact, a real function


Ψ̂ = Ψ̂(α), where α = (α1, . . . , αM) ∈ ÛM
ad . To obtain the value of function Ψ̂ at


any point α ∈ ÛM
ad , it is necessary to solve the following nonlinear problem (a finite-


dimensional analogy to (3)): Find uh ∈ Vh such that
∫ 1


0


a(u′2
h )u


′
hv


′dx =


∫ 1


0


fv dx ∀v ∈ Vh, (4)


where a ∈ UM
ad , a(xi) = αi, i = 1, . . . ,M . An approximation of the solution


to problem (4) is obtained by using the Kachanov method, that is, by means of
a (finite) sequence of the solutions to linearized problems, more detailed treatment
can be found, e.g., in [3]. Subsequently, the criterion functional Φ is evaluated. The
ultimate goal is to solve the following global optimization problem arising from (2):


Find α0 ∈ ÛM
ad such that


α0 = arg max
α∈ÛM


ad


Ψ̂(α).


To find the element α0 at least approximately, we use the Nelder-Mead simplex
method. This method is implemented by the standard MATLAB function fminsearch
(this algorithm requires to enter an initial point). However, to be able to solve our
global optimization problem by the unconstrained optimization routine fminsearch,
we establish a transformation T : RM → ÛM


ad and search for the maximum of the


composite function Ψ̂ ◦ T : RM → R. In the concrete, for x = (x1, . . . , xM) ∈ RM we


obtain the corresponding value T (x) = α = (α1, . . . , αM) ∈ ÛM
ad as follows: For the


first component of α we define


α1 = amin +
(amax − amin)(


π
2
+ arctan x1)


π
,


for αi, i = 2, . . . ,M , we define


αi = αi−1 +
K(π


2
+ arctan xi)


π
,


where K = min{CLxC


M−1
, amax − αi−1}.
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Fig. 1: The state solution of the problem (4) with the parameter aM0 and the right-hand
side f1 (on the left) and f2 (on the right).
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Fig. 2: The approximation aM0
appr of the searched parameter aM0 for the right-hand side f1


and a given initial point αin ∈ ÛM
ad corresponding to a parameter ain ∈ UM


ad (Ψ̂(αin) =


−1.2828× 106, Ψ̂(αM0
appr) = −0.86× 10−2).


Now, we present concrete numerical examples. Let the parameters of admissible
set Uad be: amin = 1, amax = 6, CL = 0.3, and xC = 10. Let the dimension of UM


ad


be M = 11 and the dimension of the finite element space Vh be N = 50. We solve
the state problem (4) with two different right-hand sides f1 and f2. Concretely,
f1(x) = 300x(1− x), and


f2(x) =


{
100 for 0 ≤ x ≤ 2


3


−100 for 2
3
< x ≤ 1.


The worst scenario problem (2) is solved with the following criterion functional:


Φ(a, u(a)) = −106
∫ 1


0


[u(a)− uh(a
M0)]2 dx,
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Fig. 3: The approximation aM0
appr of the searched parameter aM0 for the right-hand side f2


and a given initial point αin ∈ ÛM
ad corresponding to a parameter ain ∈ UM


ad (Ψ̂(αin) =


−9.7035× 104, Ψ̂(αM0
appr) = −0.126× 10−1).


where uh(a
M0) ∈ Vh is the solution of problem (4) computed for a chosen (and


afterwards searched) parameter aM0, determined by the vector of nodal values α0 =


(3.00, 3.10, 3.30, 3.40, 3.45, 3.50, 3.70, 3.80, 3.95, 4.00, 4.20) ∈ ÛM
ad . In this setting, the


worst scenario problem turns into a parameter identification problem and, naturally,
it holds Ψ̂(α0) = 0. The following figures present some numerical results.
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NONLOCAL TANGENT OPERATOR
FOR DAMAGE PLASTICITY MODEL∗


Martin Horák, Mathieu Charlebois, Milan Jirásek, Philippe K. Zysset


1 Introduction


Realistic description of the mechanical behaviour of quasi-brittle materials re-
quires a constitutive law with softening. Softening is one of the destabilising factors
that may lead to localisation of inelastic processes into narrow bands. Standard
“local” models fail to describe this phenomenon in an objective way. The boundary
value problem becomes ill-posed due to the loss of ellipticity of the governing differ-
ential equation and results obtained numerically are not objective with respect to the
discretisation. To avoid pathological sensitivity of the numerical results to the finite
element mesh, the model is regularised by a nonlocal formulation based on a spa-
tial averaging procedure, which acts as a localisation limiter. The return mapping
algorithm based on the closest-point projection is developed and the correspond-
ing consistent algorithmic stiffness is derived using an extension of the approach
proposed in [2] for nonlocal damage models.


2 Constitutive model


In this section a model combining anisotropic elasticity and anisotropic plas-
ticity coupled with isotropic damage is described. This model was first presented
in [4]. The main feature of plasticity models is irreversibility of plastic strain while
irreversible processes related to damage lead to degradation of stiffness. The basic
equations include an additive decomposition of total strain into elastic (reversible)
part and plastic (irreversible) part,


εij = εeij + εpij,


the stress strain law,


σij = (1− ω (κ)) σ̄ij = (1− ω (κ))De
ijklε


e
kl,


loading-unloading conditions in Kuhn-Tucker form,


f(σ̄ij, κ) ≤ 0 λ̇ ≥ 0 λ̇f(σ̄ij, κ) = 0,


∗This work was supported by the Czech Science Foundation (grant GAČR 106/08/1508).
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evolution laws for plastic strain,


ε̇pij = λ̇
∂f


∂σ̄ij


,


and for cumulated plastic strain,


κ̇ =
√


ε̇pij ε̇
p
ij,


the law governing the evolution of the damage variable,


ω(κ) = ωc(1− e−aκ),


and the hardening law,
σY (κ) = 1 + σH(1− e−sκ).


In the equations above, σ̄ij is the effective stress tensor, De
ijkl is the elastic stiffness


tensor, f is the yield function, λ is the plastic multiplier, ω is the damage variable,
κ is the cumulated plastic strain, σY is the yield stress and s, a, σH and ωc are
positive material parameters, to be identified from experiments. Superior dot marks
the derivative with respect to time. To complete the formulation, the specific form
of yield function needs to be introduced:


f(σ̄ij, κ) =
√


σ̄ijFijklσ̄kl − σY (κ).


Material anisotropy is characterised by the second-order fabric tensor. The eigen-
vectors of the fabric tensor determine the directions of material orthotropy and the
components of the elastic stiffness tensor De


ijkl are linked to eigenvalues of the fab-
ric tensor. Similar relations are postulated for the components of the fourth-order
tensor Fijkl used in the yield condition.


3 Nonlocal formulation


The standard elasto-plasto-damage model based on continuum approach was de-
scribed in the previous section. However, such a model fails after the loss of ellipticity,
which leads to an ill-posed boundary value problem. From the numerical point of
view, ill-posedness is manifested by a pathological sensitivity of the numerical results
to the size of finite elements. One possible regularisation technique is a nonlocal for-
mulation based on spatial averaging. The model is regularised by the over-nonlocal
formulation with damage driven by a combination of local and nonlocal cumulated
plastic strain,


κ̂ = (1−m)κ+mκ̄,


where


κ̄(x) =


∫


V


α(x, s)κ(s) ds (1)
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is the nonlocal cumulated plastic strain and m is a model parameter that should
exceed unity to suppress the sensitivity of the numerical solution to the mesh shape.
The nonlocal weight function is usually defined as


α(x, s) =
α0(‖x− s‖)∫


V
α0(‖x− t‖) dt


where


α0(r) =


{
(1− r2/R2)


2
if r < R


0 if r ≥ R


is a nonnegative function, for r < R monotonically decreasing with increasing dis-
tance r = ‖x− s‖, and V denotes the domain occupied by the investigated material
body. The key idea is that the damage evolution at a certain point depends not only
on the cumulated plastic strain at that point, but also on points at distances smaller
than the interaction radius R, considered as a new material parameter. Note that
the over-nonlocal cumulated plastic strain affects only damage evolution while the
yield condition remains local.


4 Numerical algorithm


To implement the constitutive model into a displacement-driven finite element
code, the governing equations need to be expressed in an incremental form, and an
algorithm for the evaluation of the stress increment from a given strain increment
must be developed. In plasticity, this procedure is often called the stress-return algo-
rithm. Within a computational increment number n+1, the mapping of strain εn+1


at the end of the step onto the effective stress σ̄n+1 at the end of the step, pro-
vided by the stress-return algorithm, is denoted as function θ, and the mapping of
strain εn+1 onto the cumulated plastic strain κn+1 at the end of the step is denoted
as function η. The Jacobi matrix of θ, denoted as ∂θ/∂ε, is the consistent elasto-
plastic material stiffness. Using the standard finite element assembly procedure, the
consistent structural tangent stiffness can be constructed. However, for an elasto-
plastic model with damage, it is necessary to take into account additional terms that
result from damage growth, and if damage is driven by the over-nonlocal cumulated
plastic strain κ̂, such terms have a more complicated structure than usual, but are
still manageable. The resulting nonlocal tangent stiffness matrix of the structural
(finite element) model is used in equilibrium iterations of the Newton-Raphson type
and leads to quadratic convergence, provided that the linearisation is done in a fully
consistent manner.


4.1 Predictor-corrector scheme


The stress return algorithm is based on elastic-plastic operator split, which consist
of a trial elastic predictor followed by the return mapping algorithm. The over-
nonlocal formulation described in the previous section has computational advantages
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Algorithm 1 Return mapping algorithm


given εn+1, εp,n, κn, ωn


compute elastic predictor
σtr
ij = De


ijkl(ε
e,n+1
kl − εp,nkl ) and f tr = f(σtr


ij , κ
n)


check for plastic process
if f ≤ 0 then
elastic step: set σ̄n+1 = σ̄tr, εp,n+1 = εp,n, κn+1 = κn, ωn+1 = ωn


else
return mapping algorithm
1. solve system of nonlinear equations


σ̄n+1
ij = σ̄tr


ij −∆κ
De


ijklFklmnσ̄
n+1
mn


‖Fijklσ̄
n+1
kl ‖


√
σ̄n+1
ij Fijklσ̄


n+1
kl − σY (κ+∆κ) = 0


=⇒ σ̄n+1 = θ(εn+1); ∆κ = η(εn+1)
2. update state variables


εp,n+1
ij = εp,nij +∆κ


Fijklσ̄
n+1
kl


‖Fijklσ̄
n+1
kl ‖ , κn+1 = κn +∆κ, κ̂n+1 = (1−m)κn+1 +mκ̄n+1


ωn+1 = ω(κ̂n+1), σn+1
ij = (1− ωn+1)σ̄n+1


ij


end if


because the plastic part of the model remains local and the standard return mapping
algorithm can be applied at each Gauss point separately. After that, the nonlocal
cumulated plastic strain and damage are evaluated in a fully explicit manner. This
procedure is summarised in Algorithm 1.


4.2 Consistent tangent operator


The concept of a consistent tangent operator was first presented in [1] for the
case of a local elastoplastic problem. As shown in [2], the quadratic convergence is
preserved also for a nonlocal damage problem, but only with a consistent nonlocal
tangent operator. The consistent stiffness operator is obtained by differentiating the
internal force vector with respect to the nodal displacements:


K =
∂f int


∂d
.


The internal force vector is defined as
∫


V


BTσ dx ≈
∑
r


wrB
T
r σr = f int (2)


In the above, subscript r refers to the integration points of the finite element model,
wr are the corresponding integration weights and B is the usual strain-displacement
matrix.
Using the expression for stress at Gauss point r,


σr = (1− ωr)σ̄r,
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we can expand (2) as


f int =
∑
r


wrB
T
r (1− ωr)σ̄r.


The effective stress at Gauss point r is given by the return mapping evaluated for
strain at Gauss point r:


σ̄r = θr(εr).


One can then express damage as


ωr = ω(κ̂r) = ω (mκ̄r + (1−m)κr)


and after numerical approximation of integral (1) by


κ̄ ≈
∑
s


αrsκs


one gets


ωr = ω


(
m


∑
s


αrsκs + (1−m)κr


)
,


where
κs = η(εs)


is also supplied by the return mapping algorithm. Combining all this with the
standard relation εs = Bsd, one can evaluate the consistent nonlocal tangent stiffness
operator as


K =
∑
r


wr(1− ωr)B
T
r


∂θ(εr)


∂ε
Br − (1−m)


∑
r


wrω
′
rB


T
r σ̄r


(
∂η(εr)


∂ε


)T


Br


−m
∑
r


∑
s


wrω
′
rαrsB


T
r σ̄r


(
∂η(εs)


∂ε


)T


Bs (3)


5 Numerical example


The algorithm described in section 4 has been implemented into the open-source
finite element code OOFEM [5, 6]. Properties of the model have been explored for
several examples in [4], but with the secant stiffness matrix, which provides only
linear convergence rate. The compression of a cylinder is simulated in 100 incre-
mental steps, using a three-dimensional model containing 915 nodes and 609 linear
brick elements. As follows from (3), the nonlocal tangent operator is nonsymmetric.
One important consequence of nonlocality is a growing profile of the stiffness ma-
trix, caused by the stepwise activation of interaction between pairs of Gauss points
belonging to different elements. The evolution of error versus the number of it-
eration for three steps, corresponding to a pre-peak, peak and post-peak state as
indicated in the load-displacement curve in Figure 1(a), is depicted in Figure 1(b) in
a semilogarithmic scale. The convergence curves are approximately parabolic, i.e.,
the convergence rate is quadratic and the equilibrium is reached in a few iterations.
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Fig. 1: (a) Load-displacement curve. (b) Evolution of error during the equilibrium itera-
tion process.


6 Conclusions


The constitutive law combining anisotropic elasticity, anisotropic plasticity and
isotropic damage with the over-nonlocal regularisation is presented. The stress-
return algorithm is described and the nonlocal consistent tangent operator is derived.
It is shown by a numerical example that the nonlocal consistent tangent operator
leads to a quadratic rate of convergence, even if the tangent operator is nonsymmetric
and the profile of nonzero elements is growing during the simulation.
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A SHOCK-CAPTURING DISCONTINUOUS
GALERKIN METHOD FOR THE NUMERICAL


SOLUTION OF INVISCID COMPRESSIBLE FLOW∗


Jǐŕı Hozman


1 Introduction


A specific wide class of problems of fluid mechanics is formed of inviscid com-
pressible flow, which is described by the system of the compressible Euler equations.
The solutions of such problems usually contain subdomains, where steep gradients or
discontinuities are presented (e.g., shock waves or contact discontinuities). To solve
these problems in a sufficiently robust, efficient and accurate way, the discontinuous
Galerkin method (DGM) is popularly used. DGM is based on a piecewise polyno-
mial but discontinuous approximation, for a survey, see, e.g., [2], [3]. However when
DGM is applied to the compressible inviscid fluid flow, the resulting solutions suffer
from Gibbs-type oscillations, which arise in the vicinage of discontinuities, spread
into the computational domain and corrupt the solution. In order to suppress these
non-physical oscillations and improve a prediction of crucial flow phenomena the
standard DGM is treated with a shock-capturing technique, see, e.g., [5], [7].


This article extends a shock capturing approach from [7], which is based on adding
the artificial diffusion term to the original system, in a view of technique presented
in [6], where the amount of added artificial viscosity is abided by the residual of the
entropy equation. The resulting scheme denoted by SC-DGM is applied to a classical
benchmark problem of inviscid steady-state flow.


2 Compressible Euler equations


We consider the compressible Euler equations in an open domain QT = Ω ×
(0, T ), where T > 0 is the final time and Ω ⊂ IR2 is the flow domain. We denote
the boundary of Ω by ∂Ω, it consists of several disjoint parts — inlet, outlet and
impermeable walls. The system of the Euler equations describing a motion of inviscid
compressible fluids can be written in conservative variables w = (ρ, ρv1, ρv2, e)


T in
the dimensionless form


∂w


∂t
+∇ · ~f(w) = 0 in QT , (1)


where ~f = (~f1, ~f2)
T are the inviscid (Euler) fluxes, defined by


~fs(w) = (ρvs, ρvsv1 + δs1p, ρvsv2 + δs2p, (e+ p) vs)
T , s = 1, 2. (2)


∗This work was supported by the ESF Project No. CZ.1.07/2.3.00/09.0155.
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We use a notation: ρ - density, v = (v1, v2)
T - velocity field, e - total energy,


p - pressure and δsk - Kronecker delta. The system (1) is closed with the equation of
state of a perfect gas and equipped with the initial condition and the set of boundary
conditions on appropriate parts of boundary, see [3].


3 DG discretization


Let Th (h > 0) represents a partition of the closure Ω of the domain Ω into a finite
number of closed elements K with mutually disjoint interiors. We call Th = {K}K∈Th
a triangulation of Ω and do not require the conforming properties from the finite
element method. By Fh we denote the set of all open edges of all elements K ∈ Th.
Further, the symbol F I


h stands for the set of all Γ ∈ Fh that are contained in Ω (inner
edges). Finally, for each Γ ∈ Fh, we define a unit normal vector ~nΓ = (n1, n2)


T . We
assume that ~nΓ, Γ ⊂ ∂Ω, has the same orientation as the outer normal of ∂Ω. For ~nΓ,
Γ ∈ FI , the orientation is arbitrary but fixed for each edge.


DGM allows to treat with different polynomial degrees over elements. Therefore,
we assign a positive integer pK as a local polynomial degree to each K ∈ Th. Then
we set the vector p = {pK , K ∈ Th}. Over the triangulation Th we define the finite
dimensional space of discontinuous piecewise polynomial functions


Shp = {v; v|K ∈ PpK (K) ∀K ∈ Th}, (3)


where PpK (K) denotes the space of all polynomials of degree ≤ pK on K, K ∈ Th.
Then we seek the approximate solution of the system (1) in the space of vector-valued
functions Shp = [Shp]


4.
For each Γ ∈ F I


h there exist two elements KL, KR ∈ Th such that Γ ⊂ KL ∩KR.
We use a convention that KR lies in the direction of ~nΓ and KL in the oppo-
site direction of ~nΓ. For v ∈ Shp, by v|(L)Γ = trace of v|KL


on Γ, v|(R)
Γ =


trace of v|KR
on Γ we denote the traces of v on edge Γ, which are different in


general. Moreover, [v]Γ = v|(L)Γ − v|(R)
Γ and 〈v〉Γ = 1


2


(
v|(L)Γ + v|(R)


Γ


)
denote the jump


and mean value of function v over the edge Γ, respectively. For Γ ∈ ∂Ω there ex-
ists an element KL ∈ Th such that Γ ⊂ KL ∩ ∂Ω. Then for v ∈ Shp, we put:


v|(L)Γ = trace of v|KL
on Γ, 〈v〉Γ = [v]Γ = v|(L)Γ .


Now, we recall the space semi-discrete DG scheme presented in [3]. The crucial
item of the DG formulation of the Euler equations is the treatment of the inviscid
terms. We employ the concept of numerical flux IH(·, ·, ·), namely the Vijayasun-
daram numerical flux, see [5].


Therefore, a function wh ∈ C1([0, T ];Shp) is called the semi-discrete solution
of (1) if


(
∂wh(t)


∂t
,ϕh


)
+ bh(wh(t),ϕh) = 0 ∀ϕh ∈ Shp, ∀ t ∈ (0, T ), (4)


where (·, ·) denotes the L2-scalar product and
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bh(wh,ϕh) =
∑


Γ∈Fh


∫


Γ
IH(wh|(L)Γ ,wh|(R)


Γ , ~nΓ) [ϕh]Γ dS − ∑


K∈Th


∫


K


~f(wh) · ∇ϕh dx. (5)


The problem (4) represents a system of ordinary differential equations (ODEs)
for wh(t) which has to be discretized in time by a suitable method. Since these
ODEs belong to the class of stiff problems whose solutions by an explicit scheme are
rather inefficient, it is advantageous to use a semi-implicit approach.


According to [3], we define the semi-implicit time discretization of (4) by


(wk+1
h ,ϕh) + τkb


L
h (w


k
h,w


k+1
h ,ϕh) = (wk


h,ϕh) ∀ϕh ∈ Shp, k = 0, 1 . . . , r, (6)


where wk
h ∈ Shp, k = 0, . . . , r, denote approximate solutions at time levels tk, k =


0, . . . , r, τk = tk+1 − tk is the size of the time step and bLh (·, ·, ·) formally represents
a linearization of the DG discretization of the inviscid fluxes (5), see [3].


4 Shock-capturing scheme


We have proposed a viscosity limiter approach, which is based on adding artificial
diffusion term to the system (1) in the form which corresponds to the viscous part of
the compressible Navier-Stokes equations but with the variable Reynolds number Re
in the whole computational domain as in [7]. This variable choice of Re plays a role
as an artificial viscosity µart, which depends on the solution of the system (1) in
a special way, i.e., Re−1 ≈ µart(wh).


We modify (1) and get new system


∂w


∂t
+∇ · ~f(w) = µart(w)∇ · ~R(w,∇w) in QT , (7)


where


~R(w,∇w) = (~R1, ~R2) and ~Rs =






0(
∂vs
∂x1


+ ∂v1
∂xs


)
− 2


3
div(v) δs1(


∂vs
∂x2


+ ∂v2
∂xs


)
− 2


3
div(v) δs2∑2


k=1
~R(k)
s vk +


γ
Pr


∂θ
∂xs




, s = 1, 2, (8)


with a notation: γ - Poisson adiabatic constant, Pr - Prandtl number and θ - tem-
perature. Finally, the system (7) has to be closed by the equation of the total energy,
see, e.g., [4].


Let us note that this proposed artificial viscosity approach corresponds to the
solution of the compressible Navier-Stokes equations with “do-nothing” boundary
condition.


According to (6) and (7) we obtain a shock-capturing scheme (SC):


(wk+1
h ,ϕh) + τk


(
bLh (w


k
h,w


k+1
h ,ϕh) + aL


h (w
k
h,w


k+1
h ,ϕh) + Jh(w


k
h,w


k+1
h ,ϕh)


)


= (wk
h,ϕh) ∀ϕh ∈ Shp, k = 0, 1 . . . , r, (9)


where
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aL
h (w


k
h,w


k+1
h ,ϕh) =


∑


K∈Th


∫


K


2∑


s=1


µart(w
k
h)


(
d∑


k=1


Ks,k(w
k
h)
∂wk+1


h


∂xk


)
· ∂ϕh


∂xs


dx (10)


− ∑


Γ∈FI
h


∫


Γ


2∑


s=1


〈
µart(w


k
h)


(
d∑


k=1


Ks,k(w
k
h)
∂wk+1


h


∂xk


)〉


Γ


ns · [ϕh]Γ dS


− Θ
∑


Γ∈FI
h


∫


Γ


2∑


s=1


〈
µart(w


k
h)


d∑


k=1


KT
s,k(w


k
h)
∂ϕh


∂xk


〉


Γ


ns · [wk+1
h ]Γ dS


represents the linearized viscous fluxes (8). The detailed description of the matrices
IKs,k ∈ IR4×4, k = 1, 2, s = 1, 2, can be found in [5] and Θ is a stabilization parameter
which can take the values {−1; 0; 1} according to the chosen variant of stabilization.
In order to replace inter-element discontinuities of the scheme (SC) we introduce the
penalty


Jh(w
k
h,w


k+1
h ,ϕh) =


∑


Γ∈FI
h


∫


Γ
µart(w


k
h)CW |Γ|−1[wk+1


h ]Γ · [ϕh]Γ dS, (11)


where CW > 0 is a suitable constant depending on the used variant of stabilization
and on the degree of polynomial approximation. The scheme (9) requires a solution
of linear algebraic problem at each time level and gives practically unconditionally
stable scheme, see [4].


The key ingredient of the scheme (SC) is the nonlinear viscosity µart which is
chosen proportionally to the residual of the entropy equation in the spirit of [6].
It is known from thermodynamics that S = 1


γ−1
ln(p/ργ) is an entropy functional


for perfect gas which satisfies the following energy equation (see [5]) written in the
entropy form


∂ρS


∂t
+ div(ρSv) =


D(v)


θ
+ µart


γ


Pr


div(∇θ)


θ
, (12)


where D(v) = −2
3
µart(div(v))


2+2µartD(v) ·D(v) is a dissipation and D(v) denotes
symmetric part of the velocity gradient.


To construct µart, we first evaluate the discrete entropy residual rS = rS(wh),
which is considered in the following weak formulation as rS ∈ Shp such that
∫


Ω
rS · ϕh dx =


∫


Ω


(
∂ρS


∂t
+ div(ρSv)− D(v)


θ
− µart


γ


Pr


div(∇θ)


θ


)
ϕh dx ∀ϕh ∈ Shp.


(13)
In view of (13), the function rS is L2-projection onto Shp, i.e. rS|K ∈ PpK (K),
K ∈ Th. Further, we construct a piecewise constant limiting viscosity as follows


µK
max =


diam(K)


pK
max
K


(
ρ|v|+ ρ


√
γθ


) ∣∣∣∣
K
, K ∈ Th (14)


and finally set
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µart(wh)|K = min
(
µK
max, βL diam(K)


∣∣∣rS|K(wh)
∣∣∣
)
, K ∈ Th, (15)


where L denotes the characteristic length (e.g. length of channel or airfoil) and β is
a user-dependent parameter, typically β can reasonably be chosen in the range
[0.05, 5] without that choice dramatically affecting the results.


5 Numerical example


We consider inviscid steady transonic flow past a single NACA0012 airfoil of unit
length at free stream Mach number M∞ = 0.8 with angle of attack α = 1.25◦. The
computation domain is a circle with radius of 50. We use a fixed relatively coarse
triangular mesh having 4544 elements which was adaptively refined and uses curved
elements along the airfoil. The characteristic feature of this flow is a relatively strong
shock at the suction side and a very weak shock at the pressure side.


We carried out computations with the shock capturing scheme (SC) by P1, P2


and P3 approximations and set Θ = 1 (non-symmetric variant) with CW = 1. These
values guarantee the stability of the scheme (SC), for more details see [4]. The
initial condition was set as a constant vector taken from the prescribed boundary
conditions at infinity: ρ = 1, v1 = 0.999762027, v2 = 0.021814885 and the Mach
number M∞ = 0.8. This test case represents a stationary problem. Therefore, the
computational process was stopped, after the residue of the solution had reached the
prescribed tolerance.


Table 1 illustrates the asymptotic convergence of drag (cD) and lift (cL) coeffi-
cients and comparison with reference values from [1]. Figure 1 shows the pressure
coefficient cp along the airfoil with resolved shocks. We obtained satisfactory results
and quite good agreement was already achieved for piecewise cubic approximation
with reference results from [1] using P5 approximation.


method cD cL #DOF
SC-DGM – P1 0.02426 0.33684 54 528
SC-DGM – P2 0.02300 0.34065 109 056
SC-DGM – P3 0.02277 0.35587 181 760


ref. value [1] – P5 0.02276 0.35366 381 696


Tab. 1: Computed values of force coefficients in comparison with [1].


6 Conclusion


We dealt with the numerical solution of the compressible Euler equations via dis-
continuous Galerkin method. We presented the shock-capturing technique avoiding
a failure of computational processes and most of Gibbs phenomena. Preliminary
numerical example gives promising results.
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Fig. 1: Pressure coefficient comparison, SC-DGM scheme with P3 (left), DG scheme
with P5 described in [1] (right).
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NUMERICAL MODELLING OF NEWTONIAN AND
NON-NEWTONIAN FLUIDS FLOW IN THE BRANCHING


CHANNEL BY FINITE VOLUME METHOD∗


Radka Keslerová, Karel Kozel


1 Mathematical model


The governing system of the equations is the system of Navier-Stokes equations
for incompressible fluids. This system for generalized Newtonian fluids can be written
in the conservative form [1]:


R̃Wt + F c
x +Gc


y = F v
x +Gv


y, R̃ = diag(0, 1, 1), (1)


W =






p
u
v



 , F c =






u
u2 + p
uv



 , Gc =






v
uv


v2 + p



 , (2)


F v =






0
τxx
τxy



 , Gv =






0
τyx
τyy



 . (3)


where p = P
ρ
, P is the pressure, u, v are the components of the velocity vector, ρ is the


constant density. The vector W is the vector of unknowns. The vectors F c, Gc are
inviscid physical fluxes and F v, Gv are viscous physical fluxes. The viscous stress τ
is defined as follows


τ = 2η(γ̇)D, γ̇ =
√
trD2, Dij =


1


2


(
∂vi
∂xj


+
∂vj
∂xi


)
(4)


where tensor D is the symmetric part of the velocity gradient and where i and j
can take on the values x, y or 1, 2. The quantities x1 and x2 in the derivatives
denote Cartesian coordinates x, y. Similarly v1 and v2 denote the velocity vector
components u, v.


Newtonian and non-Newtonian fluids differ through the choice of the viscosity
function. One of the simplest viscosity function is the power-law model [2]


η(γ̇) = ν
(√


trD2
)r


, (5)


∗This work was partly supported by grant GACR No. 101/09/1539, Research Plan
MSM 684 077 0003 and Research Plan MSM 684 077 0010.
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where ν is a constant, e.g. the kinematic viscosity for Newtonian fluids. The power r
is the power-law index. The power-law model includes Newtonian fluids as a special
case (r = 0). For r > 0 the power-law fluid is shear thickening (increasing viscosity
with shear rate), while for r < 0 it is shear thinning (decreasing viscosity with shear
rate).


2 Numerical solution


2.1 Steady computation


In this first part the steady state solution is considered. In such a case an artificial
compressibility method can be applied, i.e. the continuity equation is completed by
a term 1


β2pt. In the non-dimensional form this yields


R̃βWt + F c
x +Gc


y =
1


Re
ε (F v


x +Gv
y), R̃β = diag


(
1


β2
, 1, 1


)
, β ∈ R+ (6)


where in non-dimensional form F c, Gc are inviscid physical fluxes and F v, Gv are


viscous physical fluxes. The symbol ε represents
(√


trD2
)r
. The symbol Re denotes


Reynolds number and it’s defined by the expression


Re =
U∗L∗


ν
, (7)


where U∗, L∗ are the reference velocity and length, ν is the kinematic Newtonian
viscosity. The parameter β has dimension of a speed. In the case of non-dimensional
equations, β is then divided by a reference velocity U∗. This is usually an upstream
velocity, which does not significantly differ from the maximum velocity in the flow
field. Hence, in the case of non-dimensional equations, β = 1 is used in presented
steady numerical simulations.


Eq. (6) is space discretized by the finite volume method[3], [5] and the arising
system of ODEs is time discretized by the explicit multistage Runge-Kutta scheme
of the second order of accuracy in the time


W n
i = W


(0)
i


W
(r)
i = W


(0)
i − αr−1∆tRes(W )


(r−1)
i (8)


W n+1
i = W


(m)
i r = 1, . . . ,m,


where m = 3, α0 = α1 = 0.5, α2 = 1.0, the steady residual Res(W )i is defined by
finite volume method as


Res(W )i =
1


µi


4∑


k=1


[(
F


c
k −


1


Re
ε F


v
k


)
∆yk −


(
G


c
k −


1


Re
ε G


v
k


)
∆xk


]
, (9)


where µi is the volume of the finite volume cell, µi =
∫ ∫


Ci
dx dy. The symbols F


c
k, G


c
k


and F
v
k, G


v
k denote the numerical approximation of the inviscid and viscous physical


fluxes. The symbol Re is Reynolds number defined by (7). The symbol ε represents(√
trD2


)r
, where for power r three values are choosed: r = 0 for Newtonian fluids,


r = 0.5 for shear thickening fluids and r = −0.5 for shear thinning fluids.
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2.2 Unsteady computation


The dual-time stepping method is used for the unsteady flows for Newtonian
fluids. The principle of dual-time stepping method is following. The artificial time τ
is introduced and the artificial compressibility method in the artificial time is applied.
The system of Navier-Stokes equations is extended to unsteady flows by adding
artificial time derivatives ∂W/∂τ to all equations [4]


R̃βWτ + R̃Wt + F c
x +Gc


y = F v
x +Gv


y (10)


with matrices R̃, R̃β given by Eq. (1), (6). The vector of the variablesW , the inviscid
fluxes F c, Gc and the viscous fluxes F v, Gv are given by Eq. (2).


The derivatives with respect to the real time t are discretized using a three-point
backward formula, it defines the form of unsteady residual


R̃β
W l+1 −W l


∆τ
= −R̃


3W l+1 − 4W n +W n−1


2∆t
− Res(W )l = −Res(W )l+1, (11)


where ∆t = tn+1 − tn and Res(W ) is the steady residual defined as for steady
computation, see Eq. (9). The symbol Res(W ) denotes unsteady residual. The
superscript n denotes the real time index and the index l is associated with the
pseudo-time. The integration in pseudo-time can be carried out by explicit multistage
Runge-Kutta scheme.


The solution procedure is based on the assumption that the numerical solution
at real time tn is known. Setting W l


i = W n
i ,∀i, the iteration in l using explicit


Runge-Kutta method are performed until the condition


‖Res(W )l‖L2 =


√√√√∑


i


(
W l+1


i −W l
i


∆τ


)2


≤ ε (12)


is satisfied for a chosen small positive number ε. The symbol Res(W )l stands for the
vector formed by the collection of Res(W )li,∀i. Once the condition (12) is satisfied
for a particular l, one sets W n+1


i = W l+1
i ,∀i. Then the index representing real-time


level can be shifted one up. History of the convergence of unsteady residual in dual
time from tn to tn+1 is plotted in decadic logarithm.


The unsteady boundary conditions are defined as follows. In the inlet, in the solid
wall and in one of the outlet part the steady boundary conditions are prescribed. In
the second outlet part the unsteady boundary conditions are defined. The velocity
is computed by the extrapolation from the domain. The pressure value is prescribed
by the function


p21 =
1


4


(
1 +


1


2
sin(ωt)


)
, (13)


where ω is the angular velocity defined as ω = 2πf , where f is the frequency.
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3 Numerical results


3.1 Two dimensional steady solution


In this section the steady numerical results of two dimensional incompressible
laminar viscous flows for generalized Newtonian fluids are presented.


The following choices of the power-law index were used. For Newtonian fluid
r = 0 is used. For shear thickening and shear thinning non-Newtonian fluid values
r = 0.5 (shear thickening) and r = − 0.5 (shear thinning) are used. The flow is
computed through the branching channel. In the inlet the velocity is prescribed by
the parabolic function. Reynolds number is equal to 400 for tested cases of the fluids.


0.1 0.2 0.4 0.6 0.8 0.9 0.1 0.2 0.4 0.6 0.8 1


0.1 0.2 0.4 0.6 0.8 0.9


Fig. 1: Velocity isolines of steady flows for generalized Newtonian fluids - a) Newtonian -
b) shear thickening non-Newtonian - c) shear thinning non-Newtonian.


In the Figures 1 the velocity isolines for 2D tested fluids are presented. One of
the main differencies between Newtonian and non-Newtonian fluids is given by the
size of the separation region.


In the Figure 2 the nondimensional axial velocity profile for steady fully devel-
oped flow of Newtonian, shear thickening and shear thinning fluids in 2D branching
channel is shown.


3.2 Two dimensional unsteady numerical solution


In this section two dimensional unsteady numerical results for Newtonian fluid
through the branching channel are presented. The dual-time stepping method are
used. The unsteady boundary conditions were considered. As initial data the nu-
merical solution of steady fully developed flow of Newtonian fluids in the branching
channel were used. Reynolds number is 400. The frequency in the pressure func-
tion (13) is 2.
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Fig. 2: Nondimensional velocity profile for steady fully developed flow of generalized New-
tonian fluids in the branching channel (the line legend in all three panels is the same).
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Fig. 3: The graphs of the pressure and the velocity computed by the dual-time stepping
method.


0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 t = 8.3


0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9


t = 8.6


Fig. 4: Velocity isolines of unsteady flows of Newtonian fluids - dual-time stepping method.


iteration


re
si


du
al


0 100 200 300


-5


-4


-3


-2


res p
res u
res v


time - t = 8.3


iteration


re
si


du
al


0 100 200 300 400 500


-5


-4


-3


-2


res p
res u
res v


time - t = 8.6


Fig. 5: Decadic logarithm of the L2 norm of the unsteady residual - dual-time stepping
method.
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In Figure 3 the graphs of the pressure p21(t) and the velocity as the function of
the time for Newtonian fluid are shown. By the square symbols the positions of the
unsteady numerical results for dual-time stepping method shown in the Figure 4 are
sketched. In the Figure 5 the decadic logarithm of the L2 norm of unsteady residual
by the dual-time stepping method is shown.


4 Conclusions


In this paper a finite volume solver for two and three dimensional incompressible
laminar viscous flows in the branching channel was described. The numerical results
obtained by this method for Newtonian and non-Newtonian (shear thickening and
shear thinning) fluid flows were presented. For the generalized Newtonian fluids the
power-law model was used. The explicit Runge-Kutta method was considered for
numerical modelling. The convergence history confirms the robustness of the applied
method.
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INSENSITIVITY ANALYSIS OF MARKOV CHAINS∗


Martin Kocurek


Abstract


Sensitivity analysis of irreducible Markov chains considers an original Markov chain
with transition probability matix P and modified Markov chain with transition prob-
ability matrix P̃ . For their respective stationary probability vectors π, π̃, some of the
following charactristics are usually studied: ‖π − π̃‖p for asymptotical stability [3],


|πi − π̃i|, |πi−π̃i|
πi


for componentwise stability or sensitivity[1]. For functional transi-
tion probabilities, P = P (t) and stationary probability vector π(t), derivatives are
also used for studying sensitivity of some components of stationary distribution with
respect to modifications of P [2].


In special cases, modifications of matrix P leave certain stationary probabilities
unchanged. This paper studies some special cases which lead to this behavior of
stationary probabilities.


1 Introduction


A Markov chain is a sequence of random variables X1, X2, X3, . . . , with the
Markov property, namely that, given the present state, the future and past states
are independent. Formally,


P (Xn+1 = x|X1 = x1, X2 = x2 . . . , Xn = xn) = P (Xn+1 = x|Xn = xn),


where the possible values of Xi form a countable state space S of the chain. Markov
chains are often described by a directed graph, where the edges are labeled by the
probabilities pij of moving from state i to the other state j. These probabilities are
called transition probabilities and together they form a transition probability matrix
denoted by P , with row sums equal to 1. We will study finite Markov chains (a finite
chain has a finite state space S = {x1, ..., xn}). A state i has period p if any return
to state i must occur in multiples of p time steps. Formally, the period of a state i
is defined as p = gcd{k : P (Xk = i|X0 = i) > 0}. If p = 1, then the state is said to
be aperiodic i.e. returns to state i can occur at irregular times. Otherwise (p > 1),
the state is said to be periodic with period p. If all states are periodic with period p,
the chain is called p-cyclic.


Let us denote


e = (1, . . . , 1)T , ei = (0, . . . , 0, 1, 0, . . . , 0)T = (δi,j)
n
j=1, i = 1, . . . , n, P = (Pij)


n
i,j=1.


A Markov chain is called irreducible, if there exists a connection between every
two states. That means, matrix P is irreducible. In this case, matrix P has a unique


∗This work was supported by grant OHK1-062/10 of the Czech Technical University.
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eigenvalue 1 (which equals to spectral radius ρ(P ) of P ) and unique left and right
eigenvectors associated with this eigenvalue, π = (π1, . . . , πn) and e, so that


πP = π, Pe = e.


Vector π is called stationary probability vector, we usually normalise this vector to
πe = ‖π‖1 = 1; i-th component πi of π shows, how often the chain “visits state i”,


πi = lim
m→∞


|{j;Xj = xi, j = 1, . . . ,m}|
m


.


We will also use a different normalisation, πk = 1 and in this case, the eigenvector
will be denoted by π(k), so that π(k)k = 1.


In the following, we will partition matrix P and vector π into subblocks,


π = (π(1), . . . , π(N)), P =






P11 . . . P1N
...


. . .
...


PN1 . . . PNN



 , (1)


where N is the number of subblocks in matrix P , n1, ..., nN will be respective di-
mensions of subblocks. Conformally with partitioning of P we shall partition vector
e = (e(1)T , . . . , e(N)T )T , where e(i) is a vector (1, . . . , 1)T with ni components.


As an example we will use a Markov chain with the following matrix:


Pc =
1


64






62 1 0 0 0 1 0 0 0 0 0 0 0
62 0 2 0 0 0 0 0 0 0 0 0 0
2 0 60 2 0 0 0 0 0 0 0 0 0
62 0 0 0 2 0 0 0 0 0 0 0 0
0 0 0 0 63 0 0 0 0 0 0 1 0
62 0 0 0 0 0 2 0 0 0 0 0 0
2 0 0 0 0 0 60 2 0 0 0 0 0
62 0 0 0 0 0 0 0 2 0 0 0 0
0 0 0 0 0 0 0 0 63 1 0 0 0
0 0 0 0 0 0 0 0 62 0 2 0 0
0 0 0 2 0 0 0 0 2 0 60 0 0
0 0 0 0 62 0 0 0 0 0 0 0 2
0 0 0 0 2 0 0 2 0 0 0 0 60






. (2)


2 Normalisation πk = 1


Normalisation πk = 1 is useful for computing the eigenvector as a solution of
a system of equations π(k)P = π(k), or P


TπT
(k) = πT


(k), (I −P T )πT
(k) = 0. By replacing


an arbitrary equation with equation π(k)ek = 1, or equivalently, eTk π
T
(k) = 1, we obtain


a system with better spectral properties, than when using condition eTπT = 1 [4].
When we use this normalization, we can state the following simple theorem.
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Theorem 1. Let the state space of a Markov chain can be decomposed into three
groups S1, {xk} = S2, S3, so that in oriented graph of the Markov chain each path
from S1 to S3 contains a vertex xk. Then no modifications of transition probabilities
between states of S1 affect components in π(k) associated with states from S3


Proof: With given restrictions, the graph of the chain can be simplified into


At this picture, S1 is denoted by 1, xk by k, S3 by 3. It then follows that nonzero
structure of P is


P =






X . . . X X 0 . . . 0
...


. . .
...


...
...


. . .
...


X . . . X X 0 . . . 0
X . . . X X X . . . X
X . . . X X X . . . X
...


. . .
...


...
...


. . .
...


X . . . X X X . . . X






.


After forming left-hand side matrix (I − P T ), we remove k-th equation and replace
it with eTk π


T
(k) = 1. This way we obtain a system of equations with matrix A(k) and


right-hand side ek. A
(k) has the following nonzero structure


A(k) =






X . . . X X X . . . X
...


. . .
...


...
...


. . .
...


X . . . X X X . . . X
0 . . . 0 1 0 . . . 0
0 . . . 0 X X . . . X
...


. . .
...


...
...


. . .
...


0 . . . 0 X X . . . X






,


it is clearly reducible. Thus, no modifications of transition probabilities between
states in S1 (block 1, 1 in A(k)) will affect k-th,. . . , n-th components of π(k)
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Example: In example with Pc, we may draw an oriented graph:


We see that vertices 2, 3, 6, 7 are accesible only through vertex 1. Thus if we fix the
first element of π, no modifications of transition probabilities between vertices 4, 5,
8, 9, 10, 11, 12, 13 will affect components no. 2, 3, 6, 7 in π(1).


3 Normalisation πe = 1


For a more usual normalisation πe = 1, let us first introduce a concept of lumpa-
bility
Definition: Let us partition a transition probability matrix P into blocks (Pij)


N
i,j=1


so that for every block Pij and vector e(j) of appropriate dimensions


Pije
(j) = αije


(j)


for some αij ∈ R.Then matrix P is said to be lumpable.


Theorem 2. Let P (t) be a perturbed transition probability matrix of an irreducible
finite aperiodic Markov chain, whose state space divided into subsets S1, . . . , SN+1,
where states of SN+1 are accessible only through SN . Let perturbations depend on
a variable t and be restricted to lumpable submatrix of blocks (Pij(t))


N−1
i,j=1 . If for


every i = 1, . . . , N − 1 exists a column vector x(i) such that


Pi,N = e(i) · x(i)T , (3)


then subblocks π(N), π(N+1) are independent of t
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Proof: From the assumption it follows that


Pije
(j) = αije


(j), Pi,N+1 = 0, i, j = 1, . . . , N − 1. (4)


We will prove the theorem by using a power method for computing π. Assump-
tions guarrantee the existence of a unique steady point – eigenvector π [4].


Let us choose a π(0) =
(
π
(0)
1 , . . . , π


(0)
N+1


)
, for l = 1, 2, . . .


π(l+1) = π(l)P.


a) At first we will show by induction, that for every l the ‖ · ‖1-norms of subvectors


π
(l)
1 , . . . , π


(l)
N+1 of π(l) do not depend on t. π(0) does not depend on t. The l1-norm of


the j-th subvector, j = 1, . . . , N − 1, in the (l + 1)-th iteration is


‖π(l+1)
j ‖1 = π(l)P∗,je(j) =


N−1∑
i=1


π
(l)
i Pi,j(t)e


(j) +
N+1∑
i=N


π
(l)
i Pi,je


(j) =


N−1∑
i=1


π
(l)
i αi,je


(j) +
N+1∑
i=N


π
(l)
i Pi,je


(j),


which does not depend on t. For j = N,N + 1 subblocks P∗,j do not depend on t,


thus ‖π(l+1)
j ‖1 = π(l)P∗,je(j) is also independent of t.


b) Now let us suppose that in iteration π(l) subvectors N,N +1 are independent
of t. First, by (4) we have


π
(l+1)
N+1 =


N+1∑
i=1


π
(l)
i Pi,N+1 =


N+1∑
i=N


π
(l)
i Pi,N+1,


which by induction hypothesis does not depend on t.
Finally, because of (3),


π
(l+1)
N =


N+1∑
i=1


π
(l)
i Pi,N =


N−1∑
i=1


π
(l)
i e(i)x(i)T + π


(l)
N PN,N + π


(l)
N+1PN+1,N =


=
N−1∑
i=1


‖π(l)
i ‖1x(i)T + π


(l)
N PN,N + π


(l)
N+1PN+1,N ,


with all terms independent of t.
Remark: The above theorem holds also for periodic chains. If P is a transition
probability matrix of p-cyclic chain, it has exactly p eigenvalues on a unit circle (one
of them being 1). If we transform matrix P onto


P̃ = αP + (1− α)I,
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we obtain a matrix with submatrix of subblocks (P̃ij(t))
N−1
i,j=1 remaining lumpable and


for i = 1, . . . , N − 1 we will have Pi,N = e(i) · αx(i)T . Furthermore πP̃ = π and all
eigenvalues other than 1 will be inside the unit circle, ensuring convergence of power
method.
Example: If we change the order of states in Markov chain represented by Pc to 13,
11, 12, 10, 5, 9, 4, 8, 1, 2, 6, 3, 7, then the resulting chain has a transition probability
matrix (zeros omited)


P̄c =
1


64






60 2 2
60 2 2


2 62
2 62


1 63
1 63


2 62
2 62


62 1 1
62 2
62 2


2 2 60
2 2 60






,


which is lumpable and if we have perturbations for example


p̄11(t) =
60


64
− t, p̄12(t) = t, p̄66(t) =


63


64
− 2t, p̄65(t) = 2t,


the resulting matrix satisfies conditions of the theorem.


4 Summary


This paper intends to present some conditions for insensitivity of a Markov chain
towards perturbations in transition probability matrix. These conditions involve
existence of cutpoints and regularity described by the concept of lumpability.
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PARALLEL SVD COMPUTATION∗


Petr Kotas, V́ıt Vondrák, Pavel Praks


1 Introduction


The aim of this paper is to present experiments with parallel implementation of
large scale singular value decomposition (SVD). The SVD has remarkable properties
and it is widely used as a tool in matrix computations. However, there are prob-
lems with enormous computational demands of SVD. Recently there are many new
SVD applications in the computational science. Just for an illustration we mention
eigenfaces [5], which is probably one of the earliest computationally demanding ap-
plication of the eigenvalue analysis applied to large data sets. Another widely used
application is the Latent Semantic Indexing (LSI) [6]. LSI is used in data-mining
and information retrieval communities for reducing dimension of a problem and for
uncovering so called latent semantic, which is hidden in analyzed data.


In this paper we present a parallel implementation of bidiagonalization routine.
Our main goal is to solve SVD for large matrices which cannot fit into the memory
of standard PC and speed-up current algorithms porting them on massively parallel
computers. We have implemented our version of parallel SVD algorithm in C++ pro-
gramming language using Message Passing Interface (MPI). This allows us to utilize
distributed resources and to load even huge data directly to the computer mem-
ory. Although other parallel implementations exist, many of them utilize multicore
architectures to gain more speed-up with the same amount of local memory [8].


This paper is organized as follows: In Section 2 we present our parallel imple-
mentation of the bidiagonalization algorithm. Furthermore, in Section 3 we present
efficiency of our algorithm on numerical experiments. Final comments and conclu-
sions are presented in Section 4.


2 Computing SVD


The SVD computation consists of three consecutive steps: (i) bidiagonalization,
(ii) computation of singular values and vectors, (iii) post-multiplication of results
from previous two steps. In preprocessing stage the Householder bidiagonalization
is used. This method utilizes the Householder reflection


H = I − 2vv∗, (1)


∗This work was supported by grant #GD103/09/H078 of Grant Agency of the Czech Republic
and grant #SP/2010173 of Students Grant Competition VSB-Technical University of Ostrava.
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Algorithm 1 Parallel bidiagonalization


1: Input:A distributed to all nodes
2: Output:B, bidiagonal matrix
3: [m,n]← size(A)
4: for k = 1 to min(m,n) do
5: activeColumn ← allGather(Aloc(:, k))
6: v ← householder(activeColumn)
7: for j = 1 to n do


8: γloc(j) = vTAloc(:, j)
9: end for


10: γ ← allReduce(γloc)
11: for j = k to n do


12: Aloc(:, j)← Aloc(:, j)− 2γ(j)
vT v


v


13: end for


14: if k < (n− 2) then
15: if node has Aloc(k, :) then
16: broadcast(Aloc(k, :))
17: activeRow ← Aloc(k, :)
18: else


19: activeRow ←receive(Aloc(k, :))
20: end if


21: v ←householder(activeRow)
22: for i = k to m do


23: γ ← Aloc(i, :)v
24: Aloc(i, :)← Aloc(i, :)− 2 γ


vT v
v


25: end for


26: end if


27: end for


28: B ← A


where v = x ± ‖x‖2e, v ∈ Rn is the Householder vector. For further details on
bidiagonalization see [1]. In Algorithm 1 we propose our parallel version of basic
bidiagonalization routine defined in [1]. This is optimized version without implicit
accumulation of orthogonal transformation matrices. Function householder in Al-
gorithm 1 denotes the standard Householder reflector as in [1]. The singular values
of bidiagonal matrix computed by Algorithm 1 are the same as the singular values of
the original matrix A. This is obvious fact since the Householder reflection preserves
the orthogonality among singular vectors, as has been proved in [1].


In the second step a diagonalization of bidiagonal matrix B computed in first
step is performed. The resulting diagonal matrix consists only from singular val-
ues of the bidiagonal matrix B. Our diagonalizatin routine uses sequential implicit
QR algorithm as it is described in [2], and can be theoretically implemented for
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massively parallel computers. At this time, we use the LAPACK1 sequential func-
tion BDSDC, which computes singular values of real bidiagonal matrix B. Therefore,
the diagonalization part represents the bottleneck of our algorithm.


In the third step of SVD, the Householder matrices (UH and VH), the matrix of
singular values (Σ) as well as singular vectors of the bidiagonal matrix (UB and VB)
are assembled. To complete the whole decomposition, one only needs to multiply


U = UH · UB,


V = VB · VH .


After this final step the full SVD decomposition of an arbitrary real matrix A is
obtained.


3 Numerical experiments


The overall execution time of Tp Algorithm 1 is given by the following equation


Tp = tc
n3


3p
+ 2tsn+ tw


n2


√
p
, (2)


where tc is time needed for computing one FLOP2, ts and tw denote both send and
wait latencies of MPI, n = max(rows, cols) is dimension of the matrix A and p is
the number of processors.


All experiments presented in this section are computed on cluster Teri with hard-
ware configuration: 32x Intel Xeon QuadCore 2.5 GHz, 18 GB RAM, 4XDDR IB
Mezzanine HCA 20Gb/s FullDuplex (per node). All experiments were performed on
dense random matrices with sizes: 8× 8, 16× 16, 32× 32, . . ., 4096× 4096.


Figure 1 compares theoretical time computed by (2) with real execution times
of our implementation of Algorithm 1. Times ts, tw and tc are estimated from
measurements performed on cluster Teri. However, latency times ts and tw are
heavily dependent on current load of computational cluster, which means execution
time Tp could vary. Significant increase of execution times for 64 and 128 processors
is caused by raising rate of MPI communication. This problem could be solved with
more suitable decomposition scheme.


In order to measure the performance of our implementation of bidiagonalization
with fixed number of processors, we carried out several series of tests with varying
size of the problem. Figure 2 shows total bidiagonalization time (including MPI
communication) and MPI communication itself.


Similar tests were run to show behavior of our algorithm with increasing number
of processors.


1LAPACK - Linear Algebra PACKage http://www.netlib.org/lapack/
2FLOP is abbreviation for floating point operation.
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Fig. 1: Bidiagonalization of the 4096 × 4096 matrix.
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(a) Processors = 32
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(b) Processors = 64


Fig. 2: Fixed number of processors.
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(a) Matrix size = 512
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(b) Matrix size = 4096


Fig. 3: Fixed matrix size.
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Fig. 4: Sequential version of bidiagonalization compared to LAPACK.


Figure 4 plots the execution times taken by bidiagonalization routine DGBERD
from LAPACK/ATLAS library and our sequential version of Algorithm 1, respectively.
We can see that both implementations have similar time evolution. But finally, the
LAPACK sequential implementation seems to be faster because it uses optimized BLAS


libraries.
The main advantage of our algorithm is its ability to process even large-scale data.


We tried to decompose some very large problems. The largest matrix decomposed
by our algorithm had dimension 32768 × 32768, which required 8.1GB of memory.
We used 32 processors and our algorithm had been running for 32.32 hours. The
MPI communication required 1.79 hours.


4 Comments and conclusions


The advantage of our implementation is effective handling of large dense prob-
lems. On the other hand, it seems that our algorithm is less effective in term of par-
allel scalability for more than 32 processors. This problem could be solved by more
sophisticated decomposition scheme, which is left for further research. Further, im-
provements could be done utilizing the parallel implementation of the diagonalization
routine and by using both MPI and OpenMP libraries. These improvements could
lead to a significant speed-up, especially for large tasks running on large numbers of
processors.
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INTRODUCTION TO ALGORITHMS
FOR MOLECULAR SIMULATIONS


Martin Kramář


Abstract


In the first part of the paper we survey some algorithms which describe time
evolution of interacting particles in a bounded domain. Applications to macroscale
as well as microscale are presented on two examples: motion of planets and collision
of two bodies. In the second part of the paper we present solution to stationary
Schrödinger equation for simple molecular models.


1 Algorithm for dynamic simulation


We consider a system of n particles, which are determined by their weights
{m1, . . . ,mn}, positions {x1, . . . ,xn} and velocities {v1, . . . ,vn}. We assume the
following computational domain: Ω = [0, L1]× [0, L2] or Ω = [0, L1]× [0, L2]× [0, L3]
in two or three dimensions, respectively. Further we assume that particles that
left Ω do not interact any longer with those in Ω. The time evolution is described
by Newton’s equation of motion miv̇i = Fi or miẍi = Fi, i = 1, . . . , n [1].


1.1 Velocity-Störmer-Verlet method


We consider the time interval [0, tend] to be discretized into subintervals with
the step δt so that Newton’s equation of motion are replaced with an algebraic
system at n · δt where n = 1, · · · , ntend


, while using the second central difference[
d2x
dt2


]
n
=


1


δt2
(x(tn+1)−2x(tn)+x(tn−1)). This leads to the so-called velocity Störmer-


Verlet method


xn+1
i = xn


i + δtvn
i + Fn


i · δt2/(2mi), (1)


vn+1
i = vn


i + (Fn
i + Fn+1


i )δt/(2mi). (2)


where we denote the positions by xn
i = xi(tn) and analogously Fn


i and vn
i stand for


forces and velocities, respectively.


We consider the gravitational force Fi =
∑n


j=1,j 6=iFij where Fij =
mimj


r3ij
rij. The


method is demonstrated on a simplified 2-dimensional model, which consists of the
Sun, the Earth, the Jupiter, and Halley’s Comet. Figure 1 shows the resulting orbits
and initial data.
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msun = 1 x0
sun = (0, 0) v0


sun = (0, 0)
mEarth = 3 · 10−6 x0


Earth = (0, 1) v0
Earth = (−1, 0)


mJupiter = 9.55 · 10−4 x0
Jupiter = (0, 5.36) v0


Jupiter = (−0.425, 0)
mHalley = 1 · 10−14 x0


Halley = (34.75, 0) v0
Halley = (0, 0.0296)


δt = 0.015 tend = 468.5


Fig. 1: Trajectories of Halley’s Comet, the Sun, the Earth and Jupiter. In this model are
all masses divided by the mass of the Sun, all distances are divided by the dES (distance
from the Earth to the Sun) and all velocities are divided by the vE (velocity of the Earth).
It means that the time is divided by dES/vE.


1.2 Cutoff radius


Calculation of forces is very time consuming for system with thousands and more
mutually interacting particles. We shall accelerate the computation by considering
only interactions of particles in a given neighbourhood by which we reduce the com-
plexity from O(n2) to O(n).
As a model, we choose the Lennard-Jones potential [1]


U(rij) = 4 · ε
(


σ


rij


)6


·
((


σ


rij


)6


− 1


)
, (3)


where σ > 0 is the distance, at which the force switches between repulsive and
attractive and ε is depth of the potential.


The approximation of the potential function for n particles is truncated double
sum


V (x1, . . . ,vn) =
n∑


i=1


n∑
j:0<rij≤rcut


U(rij), (4)


and the approximation of the corresponding force Fi on the particle i is given by


Fi = −∇xi
V (x1, . . . ,xn) = 24 · ε ·


n∑
0<rij≤rcut


1


r2ij


(
σ


rij


)6


·
(
1− 2 ·


(
σ


rij


)6
)
rij. (5)


where rcut is chosen 2.5 · σ typically [1].
The algorithm was applied to a problem of collision of two bodies which are


created from 10 × 10 and 30× 10 particles of equal mass, respectively, arranged on
a lattice of mesh size 21/6 · σ. For the initial data and numerical simulation we refer
to Figure 2.
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L1 = 50 ε = 5 v = (0,−10) N1 = 100 rcut = 2.5σ
L2 = 50 σ = 1 m = 1 N2 = 300 δt = 0.00005
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Fig. 2: Collision of two bodies. Time evolution of the distribution of the particles.


2 Time indenpendent Schrödinger equation


Consider a single particle. Schrödinger wave function Ψ(x, y, z) is quantity which
describes state of the particle. It is related to the probability ρ(x, y, z) that a particle
is at a given position by ρ = Ψ∗ · Ψ where Ψ∗ is complex conjugate to function Ψ.
The Schrödinger equation reads as follows: HΨ = EΨ with the Hamilton operator


H = − h2


8π2m


d2


dx2
+ V(x), (6)


where V(x) is operator of the potential energy, m is mass of the particle and h is the
Planck constant. After adjustment we can write the Schrödinger wave equation in
the form


d2Ψ


dx2
+


8π2m


h2
(E − V)Ψ = 0. (7)
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2.1 Particle in the potential well


We consider a particle moving inside one-dimensional potential well in the direc-
tion of the x-axis. We assume that the particle has the same potential energy at any
point of the well. It is useful to put the potential energy equal to zero in the well
and equal to infinity elsewhere. Schrödinger wave equation for the particle in the
potential well is written in the form (because V = 0)


d2Ψ(x)


dx2
+


8π2m


h2
EΨ(x) = 0, (8)


Ψ(0) = Ψ(a) = 0. (9)


The solution to (8) and (9) reads as follows:


Ψn(x) =
√


2/a sin(nπx/a), En = (nh)2/(8ma2), n = 1, 2, 3, . . . , (10)


where normalization factor
√


2/a results from
∫ a


0
Ψ2(x)dx = 1 and a is the width of


the well. The analytical solution is shown in Figure 3.


0 5
1


4


9


E
n


Fig. 3: Potential well. Wave functions Ψi (solid line) and the probability functions Ψ∗
iΨi


(dashed line) shifted vertically by the related energies Ei for i = 1, 2, 3.


2.2 Harmonic oscillator


Another simple system of quantum mechanics is a harmonic motion of a particle.
This system is interesting for us because it plays important role in the reasoning in
molecular spectroscopy.


We consider a particle of the mass m which is moving along the x-axis alternately
in positive and negative direction so that point x = 0 is the equilibrium. The
acting force is given by F = −kx with k > 0, which results in the potential energy
V = − ∫ x


0
(−kx)dx = 1


2
kx2 and the following Schrödinger equation


d2Ψ(x)


dx2
+


8π2m


h2
(E − 1


2
kx2)Ψ(x) = 0. (11)
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Fig. 4: Harmonic oscillator. Wave functions Ψi (solid line) and the probability func-
tions Ψ∗


iΨi (dashed line) shifted vertically by the related energies Ei for i = 1, 2, 3, 4.


The solution can be found by cutting off infinite power series and total energy can
be computed as [2]


En = h/(2π) ·
√


k/m · (n+ 1/2), n = 0, 1, 2, . . . . (12)


The solution can be found also by using numerical solvers. We solve problem (11),
after adjustment we obtain


d2Ψ(x)


dx2
+ (λ− b2x2)Ψ(x) = 0, λ =


8π2mE


h2
b =


2π
√
mk


h
(13)


Ψ(x) = 0, for |x| → ∞. (14)


We assume that the wave function is close to zero at distance l. We can write
variational formulation of problem (13) and (14) and look for λ > 0 and Ψ(x) ∈
H1


0 (−l, l) such that
∫ l


−l


Ψ′(x)v′(x)dx+ b2
∫ l


−l


x2Ψ(x)v(x)dx = λ


∫ l


−l


Ψ(x)v(x)dx, ∀v ∈ H1
0 (−l, l).


We employ a finite element discretization to the latter formulation which leads
to an approximate solution Ψh(x) =


∑n
i=1 ψiϕi(x) with continuous piecewise linear


basis function ϕi(x). The coefficients vector Ψ̄ and energies λ solve the following
eigenvalue problem


AΨ̄ = λBΨ̄,


[A]ij =


∫ l


−l


ϕ′
i(x)ϕ


′
j(x)dx+ b2


∫ l


−l


x2ϕi(x)ϕj(x)dx,


[B]ij =


∫ l


−l


ϕi(x)ϕj(x)dx.


The Matlab software was use to solve the eigenvalue problem. Figure 4 shows the
solution.
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Conclusion


In this paper we have presented some methods for dynamic simulation of particle
effects. In the second part we showed analytical solution of the simple problems in
quantum mechanics and numerical approach using the finite element method.
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A NEW RECONSTRUCTION-ENHANCED DISCONTINUOUS
GALERKIN METHOD FOR TIME-DEPENDENT PROBLEMS∗


Václav Kučera


Abstract


This work is concerned with the introduction of a new numerical scheme based
on the discontinuous Galerkin (DG) method. We propose to follow the methodology
of higher order finite volume schemes and introduce a reconstruction operator into
the DG scheme. This operator constructs higher order piecewise polynomial recon-
structions from the lower order DG scheme. Such a procedure was proposed already
in [2] based on heuristic arguments, however we provide a rigorous derivation, which
justifies the increased order of accuracy. Numerical experiments are carried out.


1 Problem formulation and notation


In this paper we shall be concerned with a nonlinear nonstationary scalar hyper-
bolic equation in a bounded domain Ω ⊂ IRd with a Lipschitz-continuous bound-
ary ∂Ω. Let QT := Ω× (0, T ). We treat the following problem:


∂u


∂t
+ divf(u) = 0 in QT (1)


along with an appropriate initial and boundary condition. Here f = (f1, · · · , fd)
and fs, s = 1, . . . , d are Lipschitz continuous fluxes in the direction xs, s = 1, . . . , d.


Let Th be a partition (triangulation) of the closure Ω into a finite number of closed
simplices K ∈ Th. In general we do not require the standard conforming properties
of Th used in the finite element method (i.e. we admit the so-called hanging nodes).
We shall use the following notation. By ∂K we denote the boundary of an element
K ∈ Th and set hK = diam(K), h = maxK∈ThhK .


Let K,K ′ ∈ Th. We say that K and K ′ are neighbours, if they share a common
face Γ ⊂ ∂K. By Fh we denote the system of all faces of all elements K ∈ Th.
Further, we define the set of all interior and boundary faces, respectively, by


F I
h = {Γ ∈ Fh; Γ ⊂ Ω} , FB


h = {Γ ∈ Fh; Γ ⊂ ∂Ω}


For each Γ ∈ Fh we define a unit normal vector nΓ, such that for Γ ∈ FB
h the


normal nΓ has the same orientation as the outer normal to ∂Ω.
Over a triangulation Th we define the broken Sobolev spaces


Hk(Ω, Th) = {v; v|K ∈ Hk(K), ∀K ∈ Th}.
∗This work is a part of the research project No. 201/08/0012 of the Czech Science Foundation.


125







For each face Γ ∈ F I
h there exist two neighbours K


(L)
Γ , K


(R)
Γ ∈ Th such that Γ ⊂


K
(L)
Γ ∩ K


(R)
Γ . We use the convention that nΓ is the outer normal to K


(L)
Γ . For


v ∈ H1(Ω, Th) and Γ ∈ F I
h we introduce the following notation:


v|(L)Γ = the trace of v|
K


(L)
Γ


on Γ, v|(R)
Γ = the trace of v|


K
(R)
Γ


on Γ,


〈v〉Γ = 1
2


(
v|(L)Γ + v|(R)


Γ


)
, [v]Γ = v|(L)Γ − v|(R)


Γ .


On boundary edges Γ ∈ FB
h , we define v|(R)


Γ = 0, [v]Γ = v|(L)Γ .
Let n ≥ 1 be an integer. The approximate solution will be sought in the space


of discontinuous piecewise polynomial functions


Sn
h = {v; v|K ∈ P n(K),∀K ∈ Th},


where P n(K) denotes the space of all polynomials on K of degree ≤ n.


2 Discontinuous Galerkin (DG) formulation


We multiply (1) by an arbitrary ϕn
h ∈ Sn


h , integrate over an element K ∈ Th and
apply Green’s theorem. By summing over all K ∈ Th and rearranging, we get


d


dt


∫


Ω


u(t)ϕn
h dx+


∑
Γ∈Fh


∫


Γ


f(u) · n [ϕn
h] dS −


∑
K∈Th


∫


K


f(u) · ∇ϕn
h dx = 0. (2)


The boundary convective terms will be treated similarly as in the finite volume
method, i.e. with the aid of a numerical flux H(u, v,n):


∫


Γ


f(u) · n [ϕn
h] dS ≈


∫


Γ


H(u(L), u(R),n)[ϕn
h] dS. (3)


We assume that H is Lipschitz continuous, consistent and conservative, cf. [4].
Thus, we obtain the following standard DG formulation


d


dt


(
uh(t), ϕ


n
h


)
+ bh


(
uh(t), ϕ


n
h


)
= 0, ∀ϕn


h ∈ Sn
h , ∀t ∈ (0, T ), (4)


where bh(·, ·) is the convective form defined for v, ϕ ∈ H1(Ω, Th):


bh(v, ϕ) =


∫


Fh


H(v(L), v(R),n)[ϕ] dS −
∑
K∈Th


∫


K


f(v) · ∇ϕdx.


3 Reconstructed discontinuous Galerkin (RDG) formulation


For v ∈ L2(Ω), we denote by Πn
hv the L2(Ω)-projection of v on Sn


h :


Πn
hv ∈ Sn


h , (Πn
hv − v, ϕn


h) = 0, ∀ϕn
h ∈ Sn


h . (5)
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The basis of the proposed method lies in the observation that (2) can be viewed as
an equation for the evolution of Πn


hu(t), where u is the exact solution of (1). In other
words, due to (5), Πn


hu(t) ∈ Sn
h satisfies the following equation for all ϕn


h ∈ Sn
h :


d


dt


∫


Ω


Πn
hu(t)ϕ


n
h dx+


∫


Fh


f(u) · n [ϕn
h] dS −


∑
K∈Th


∫


K


f(u) · ∇ϕn
h dx = 0. (6)


Now, let N > n be an integer. We assume, that there exists a piecewise polynomial
function UN


h (t) ∈ SN
h , which is an approximation of u(t) of order N + 1, i.e.


UN
h (x, t) = u(x, t) +O(hN+1), ∀x ∈ Ω, ∀t ∈ [0, T ]. (7)


This is possible, if u is sufficiently regular in space, e.g. u(t) ∈ WN+1,∞(Ω), cf.[1].
Now we incorporate the approximation UN


h (t) into (6): the exact solution u satisfies


d


dt


(
Πn


hu(t), ϕ
n
h


)
+ bh


(
UN
h (t), ϕn


h


)
= E(ϕn


h), ∀ϕn
h ∈ Sn


h , ∀t ∈ (0, T ), (8)


where E(ϕn
h) is an error term defined as


E(ϕn
h) = bh


(
UN
h (t), ϕn


h


)− bh
(
u(t), ϕn


h


)
. (9)


Lemma 31 The following estimate holds:


E(ϕn
h) = O(hN)‖ϕn


h‖L2(Ω). (10)


Proof: Due to assumptions (H1) and (H2) it is easy to see that on an edge Γ ∈ Fh


f(u) · n−H(U
N,(L)
h , U


N,(R)
h ,n) = H(u, u,n)−H(U


N,(L)
h , U


N,(R)
h ,n) = O(hN+1).


Furthermore, due to the Lipschitz-continuity of fs, we have on element K ∈ Th


f(u)− f(UN
h ) = O(hN+1).


Estimate (10) follows from these results and the application of the inverse and mul-
tiplicative trace inequalities, cf [4]. ¤


It remains to construct a sufficiently accurate approximation UN
h (t) ∈ SN


h to u(t),
such that (7) is satisfied. This leads to the following problem.


Definition 32 (Reconstruction problem.) Let v : Ω → IR be sufficiently regular.
Given Πn


hv ∈ Sn
h , find vNh ∈ SN


h such that v − vNh = O(hN+1) in Ω. We define the
corresponding reconstruction operator R : Sn


h → SN
h by RΠn


hv := vNh .


By setting UN
h (t) := RΠn


hu(t) in (8)-(10), we obtain the following equation for
the L2(Ω)-projections of the exact solution u onto the space Sn


h :


d


dt


(
Πn


hu(t), ϕ
n
h


)
+ bh


(
RΠn


hu(t), ϕ
n
h


)
= O(hN)‖ϕn


h‖L2(Ω), ∀ϕn
h ∈ Sn


h . (11)
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By neglecting the right-hand side term and introducing the approximation un
h(t) ≈


Πn
hu(t), we arrive at the following definition of the reconstructed discontinuous Galer-


kin (RDG) scheme. We seek un
h such that


d


dt


(
un
h(t), ϕ


n
h


)
+ bh


(
Run


h(t), ϕ
n
h


)
= 0, ∀ϕn


h ∈ Sn
h , ∀t ∈ (0, T ). (12)


There are several points worth mentioning.


• The derivation of the RDG scheme follows the methodology of higher order
finite volume schemes and spectral volume schemes, cf. [7]. The basis of these
schemes is an equation for the evolution of averages of the exact solution on
individual elements (i.e. an equation for Π0


hu(t)). Equation (11) is a direct
generalization for the case of higher order L2(Ω)-projections Πn


hu(t), n ≥ 0.


• Both un
h(t) and ϕn


h lie in Sn
h . Only Run


h(t), lies in the higher dimensional
space SN


h . Despite this fact, equation (11) indicates, that we may expect
u−Run


h = O(hN+1), although u− un
h = O(hn+1).


• Numerical quadrature must be employed to evaluate surface and volume in-
tegrals in (12). Since test functions are in Sn


h , as compared to SN
h in the


corresponding Nth order standard DG scheme, we may use lower order (i.e.
more efficient) quadrature formulae as compared to standard DG.


• In practice, an explicit time discretization must be applied to (12) The upper
limit on stable time steps, given by a CFL-like condition, is more restrictive
with growing N . However, in the RDG scheme, stability properties are inher-
ited from the lower order scheme, therefore a larger time step is possible as
compared to the standard DG scheme.


Fig. 1: 1) FV stencil for linear reconstruction, 2) FV stencil for quadratic reconstruction,
3) Control volumes in a spectral volume for linear reconstruction, 4) Analogy to the SV
approach for DG - partition of triangle into control volumes, e.g. cubic reconstruction from
linear data.


3.1 Construction of the reconstruction operator


In analogy to the construction of reconstruction operators in higher order FV
schemes, we propose two approaches.
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3.1.1 ’Standard’ approach


In the standard approach, a stencil (a group of neighboring elements and the
element under consideration) is used to build an Nth-degree polynomial approxi-
mation to u on the element under consideration ([5] [6]). In the FV method, the
von Neumann neighborhood of an element is used as a stencil to obtain a piecewise
linear reconstruction, Figure 1, 1). However, for higher order reconstructions, the
size of the stencil increases dramatically, Figure 1, 2), rendering higher degrees than
quadratic very time consuming. In the case of the RDG scheme, we need not increase
the stencil size to obtain higher order accuracy, it suffices to increase the order of
the underlying DG scheme.


The reconstruction operator R is constructed analogously as in the FV method,
so that RΠn


h is in some sense polynomial preserving. Specifically, for each element K
and its corresponding stencil S, we require that for all p ∈ PN(S)


((
RΠn


h


)∣∣
S
p
)∣∣∣


K
= p


∣∣
K
. (13)


This requirement allows us to study approximation properties ofR using the Bramble-
Hilbert technique as in the standard finite element method, [1]. The disadvantage of
this approach is that for unstructured meshes, the coefficients of the reconstruction
operator must be stored for each individual stencil.


3.1.2 Spectral volume approach


In the spectral volume approach, we start with a partition of Ω into so-called
spectral volumes S, for example triangles in 2D. The triangulation Th is formed by
subdividing each spectral volume S into sub-cells K, called control volumes, [7]. In
the FV method, the order of accuracy of the reconstruction determines the number
of control volumes to be generated in each spectral volume. For example, for a lin-
ear reconstruction on a triangle, the triangle is divided into three control volumes,
Figure 1, 3). Again, in the RDG scheme, we may use only the smallest available
partition into control volumes, and increase the accuracy by increasing the order of
the underlying scheme, cf. Figure 1, 4). The reconstruction operator should again
be polynomial preserving, i.e. constructed similarly to (13).


The advantage of this approach is that, since all spectral volumes are affine equiv-
alent, it is sufficient to construct the reconstruction operator R only on a reference
spectral volume.


4 Numerical experiments


We present preliminary numerical experiments for the periodic advection of a 1D
sine wave on uniform meshes. Experimental orders of accuracy α in various norms
on meshes with N elements are given in Tables 1 and 2. The increase in accuracy
due to reconstruction is clearly visible.
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N ||eh||L∞(Ω) α ||eh||L2(Ω) α |eh|H1(Ω,Th) α


4 5.82E-03 – 3.49E-03 – 3.65E-02 –
8 7.53E-05 6.27 4.43E-05 6,30 1.06E-03 5,11
16 9.07E-07 6.38 5.95E-07 6,22 3.58E-05 4,89
32 1.82E-08 5.64 8.70E-09 6,10 1.16E-06 4,95
64 3.41E-10 5.74 1.33E-10 6,03 3.67E-08 4,98


Tab. 1: 1D advection of sine wave, P 1 RDG scheme with P 5 reconstruction.


N ||eh||L∞(Ω) α ||eh||L2(Ω) α |eh|H1(Ω,Th) α


4 2.90E-03 – 1.85E-03 – 1.63E-02 –
8 7.75E-06 8.55 3.56E-06 9.02 1.03E-04 7.30
16 2.10E-08 8.53 6.64E-09 9.07 4.34E-07 7.89
32 7.21E-11 8.18 4.02E-11 7.37 1.76E-09 7.94


Tab. 2: 1D advection of sine wave, P 2 RDG scheme with P 8 reconstruction.


References


[1] Ciarlet, P.G.: The finite elements method for elliptic problems. North-Holland,
Amsterdam, New York, Oxford, 1979.


[2] Dumbser, M., Balsara, D., Toro, E.F., and Munz, C.D.: A unified framework for
the construction of one-step finite-volume and discontinuous Galerkin schemes.
J. Comput. Phys. 227 (2008), 8209–8253.


[3] Feistauer, M., Felcman, J., and Straškraba, I.: Mathematical and computational
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INTEGRATION IN HIGHER-ORDER FINITE ELEMENT
METHOD IN 3D∗


Pavel Kůs


1 Introduction


Integration of higher-order basis functions is an important issue, that is not as
straightforward as it may seem. In traditional low-order FEM codes, the bulk of
computational time is a solution of resulting system of linear equations. In the case
of higher-order elements the situation is different. Especially in three dimensions the
time of integration may represent significant part of the computation.


In first part of the text we describe Gauss quadrature and product quadrature
rules on the reference brick. In Section 4.1 we describe algorithm calculating the
local stiffness matrix en bloc, which allows to save a lot of calculations that would be
repeated for many of the integrals of the stiffness matrix. Calculation is than much
faster thanks to creation of auxiliary fields and multiple use of the values, which is
shown in Section 5.


2 Gauss quadrature rules


The choice of quadrature type is very important. Even though two quadrature
rules integrate exactly polynomials up to certain order, their performance can differ
significantly when integrating non-polynomial functions (which is in reality always
the case, since the inverse Jacobi matrix is non-polynomial for general mesh ele-
ments). The usual choice for higher-order integration are Gauss quadrature rules.
A 1D integral over the segment (−1, 1) is then approximated by the formula


∫ 1


−1
f(ξ)dξ ≈


n∑


i=1


wn,if(ξn,i), (1)


where ξn,i and wn,i are integration points and weights.


3 Product quadrature rules


Since the integration is performed on reference element, which is a cube in our
case, the most natural choice of the integration rules is to use tensor products of
1D Gauss rules described in the previous section. A construction of such integration
rules is described in [4].


∗This work was supported by grant GAAVCR IAA100760702.
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3.1 Computational cost of the integration


Let us estimate the computational cost of calculation of the local stiffness matrix.
Consider hexahedral element. In hp-FEM it is usually equipped by basis functions
constructed as products of 1D polynomials of degrees up to p. In total there are
(p + 1)3 basis functions. In order to evaluate the local stiffness matrix, we have to
calculate integral from the weak form for each pair of basis functions. Therefore we
have (p+1)3×(p+1)3 integral evaluations. Integrand is always a product of two basis
functions, its polynomial order therefore is up to 2p in each direction. Quadrature
rule that will calculate integrals exactly has approximately p3 points (each 1D rule
has approximately p points). Thus, calculation of one integral costs O(p3) function
evaluations. Since we have to do (p+1)3×(p+1)3 such calculations, total asymptotic
complexity of the evaluation of the local stiffness matrix is O(p9).


It is obvious, that this is extremely unfavorable and makes assembling procedure
very time-consuming. For the numerical solution of partial differential equations in
more than 3 dimensions, this estimate is even more severe and makes it virtually
impossible to use such integration. For truly high-dimensional calculations, which
are becoming more and more desirable for example for financial problems, completely
different ways towards estimation of the values of the integrals, such as Smoljak’s
schemes are used. For the main idea see Section 4.2.


3.2 Hierarchical elements


In the following we describe several ideas how to make the calculation more
economical. If we use hierarchical rather then nodal basis, the basis of an element
of order p is obtained by adding several polynomial functions of order p to the basis
of an element of order p − 1. Therefore, the basis consist of polynomials of various
orders from 1 up to p and obviously it would be waste to integrate product of two low-
degree polynomials with quadrature rule which is exact for product of polynomials
of degree p. We consider basis functions in the form (2).


Assume we have to calculate product of two functions of degrees (px, py, pz) and
(qx, qy, qz). Obviously, the rule capable of exact calculation is of order (px + qx,
py + qy, pz + qz). However, using such rules has slight drawback. When we calculate
the value of the integral, we have to store precalculated values of all shape functions
in all integration points of the particular rule. If we had precalculated values of all
shape functions for all rules of order (px, py, pz), px, py, pz ∈ {1 . . . P}, where P is the
maximal degree of polynomials used in the basis, the size of the tables would occupy
a big portion of the computer memory. Possible solution of this problem is to use
only quadrature rules with the same order in all directions, i.e. instead of a rule of
order (px, py, pz) we use a rule of order (pm, pm, pm), where pm = max(px, py, pz) even
though it has more points than necessary.
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4 Alternative approaches to quadrature


In the previous section we described how a simple numerical quadrature works.
We have seen, however, that this approach may lead to quadrature rules with very
high number of integration points. In this section we want to describe two different
approaches. The first is based upon the works [2], [1]. Ideas used there for 2D are
adapted to 3D case and to different technique of construction of basis functions,
which allows it’s substantial simplification.


The second alternative is presented mainly for reference. Smoljak’s schemes are
used for integration in partial differential equations in more dimensions, where all
conventional approaches fail due to the “curse of dimensionality”.


4.1 Reordering of quadrature


We will use the fact, that both basis functions and integration rules are con-
structed as cartesian products of 1D functions and integration rules. Thanks to this
structure, we can reorder the whole calculation, save some results into auxiliary fields
and use them for more integrals of the stiffness matrix.


4.1.1 General algorithm


In the articles [2], [1], the authors distinguish between vertex, edge and bubble
basis functions and use slightly different algorithm for each group. Our algorithm
does not do that.


We consider basis functions on the reference domain K = [−1, 1]3 in the form


Fk1,k2,k3(ξ
1, ξ2, ξ3) = f 1


k1
(ξ1)f 2


k2
(ξ2)f 3


k3
(ξ3), (2)


where (k1, k2, k3) ∈ M = {1, . . . , n1} × {1, . . . , n2} × {1, . . . , n3}. Our goal is to
calculate all integrals ∫


K
Fk(ξ)Fk′(ξ)Z(ξ) dξ, (3)


where k, k′ ∈ M . Z(ξ) stands for the rest of the integrand independent on the basis
functions. It can be Jacobian of reference mapping, material parameter or anything
else. Of course this part of the integrals does not have product structure like the
basis functions, but, on the other hand, is the same for all integrals calculated. The
integrals will be approximated by one quadrature rule obtained as a product of three
1D rules with sufficiently high order in each direction. Individual 1D rules may have
different order:


R1 = {(w1
i , ξ


1
i ), i = 1, . . . ,m1},


R2 = {(w2
i , ξ


2
i ), i = 1, . . . ,m2},


R3 = {(w3
i , ξ


3
i ), i = 1, . . . ,m3},


where wj
i stands for weight and ξji for integration point. The compound rule has


then the form:


R = {(w1
i1
w2


i2
w3


i3
, (ξ1i1 , ξ


2
i2
, ξ3i3)), i1 = 1, . . . ,m1, i2 = 1, . . . ,m2, i3 = 1, . . . ,m3},
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the number of integration points being m = m1m2m3. The integral from (3) can be
approximated as


m∑


i=1


wiFk(ξi)Fk′(ξi)Z(ξi). (4)


Using the product structure of basis functions and integration rules, the latest can
be expanded to


m1∑


i1=1


m2∑


i2=1


m3∑


i3=1


w1
i1
w2


i2
w3


i3
f 1
k1
(ξ1i1)f


2
k2
(ξ2i2)f


3
k3
(ξ3i3) f


1
k′1
(ξ1i1)f


2
k′2
(ξ2i2)f


3
k′3
(ξ3i3)Z(ξ


1
i1
, ξ2i2 , ξ


3
i3
).


(5)
Now the summation can be reordered:


m1∑


i1=1


w1
i1
f 1
k1
(ξ1i1)f


1
k′1
(ξ1i1)


m2∑


i2=1


w2
i2
f 2
k2
(ξ2i2)f


2
k′2
(ξ2i2)


m3∑


i3=1


w3
i3
f 3
k3
(ξ3i3)f


3
k′3
(ξ3i3)Z(ξ


1
i1
, ξ2i2 , ξ


3
i3
). (6)


Let us introduce auxiliary field G(k3, k
′
3, i1, i2), where


G(k3, k
′
3, i1, i2) =


m3∑


i3=1


w3
i3
f 3
k3
(ξ3i3)f


3
k′3
(ξ3i3)Z(ξ


1
i1
, ξ2i2 , ξ


3
i3
). (7)


It is important to realize, that the just defined term really depends only on k3, k
′
3, i1


and i2. Indeed, all terms depending on k1, k
′
1, k2 and k′


2 were put in front of the last
sum and i3 is being summed over.


Similarly, let us introduce another auxiliary field H(k2, k
′
2, k3, k


′
3, i1):


H(k2, k
′
2, k3, k


′
3, i1) =


m2∑


i2=1


w2
i2
f 2
k2
(ξ2i2)f


2
k′2
(ξ2i2)G(k3, k


′
3, i1, i2). (8)


This field depends also on k2 and k′
2, but, thanks to the summation, does not depend


on i2. Now the integral (3) can be approximated as


∫


K
Fk(ξ)Fk′(ξ)Z(ξ) dξ ≈


m1∑


i1=1


w1
i1
f 1
k1
(ξ1i1)f


1
k′1
(ξ1i1)H(k2, k


′
2, k3, k


′
3, i1) (9)


When generating the matrix of the integrals, we first precalculate the field G, than
the field H and finally use it to calculate all the integrals (9), where k, k′ ∈ M .


4.1.2 Asymptotic analysis


Now let us estimate the amount of work needed to generate the stiffness ma-
trix. The numerical comparisons are presented in Section 5, here we want to do
just a rough estimate. As in Section 3.1, we assume, that the polynomial degree
of our basis functions is up to p in each direction. Therefore we have p3 functions
and the 1D integration rules, that comprise the final integration rule, have approxi-
mately p integration points.
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In Section 3.1, we approximated the work needed to generate the stiffness matrix
to O(p9). In the algorithm described above, we first precalculate field G, which
requires O(p4) work. Then the field H is precalculated, which requires O(p5). That
should be negligible in comparison with the main part, which are calculations using
the formula (9). There are p3 functions, therefore we have to calculate p6 integrals.
But in the formula (9) there is only one summation, with respect to i1. Other
summations are hidden in the auxiliary fields. Therefore the complexity of this part
is O(p7). Comparisons of real number of operations needed to calculate the matrix
will be presented in Section 5.


4.2 Sparse schemes


The idea of sparse schemes was first introduced by Smolyak in [3]. The goal of this
approach is to construct an integration grid, similar to the simple product grid, but
with fewer points. The reason, why this is possible, is that slight under-integration
does not always spoil the convergence.


From the experiments and comparisons we made it seems that this approach
is not the most successful for problems in three dimensions. It’s role starts to be
vital for problems in much more dimensions, which arise in various fields including
financial math. Sparse grids seems to be the only method capable to cope with the
“curse of dimensionality”, when number of integration points rise exponentially with
number of dimensions.


5 Comparisons


In this section we want to compare different approaches to quadrature with re-
spect to number of operations needed.


5.1 CPU time of assembling


The solving process in our code has two main parts, assembling and solving the
stiffness matrix. A CPU time needed to perform each part very strongly depends on
the problem setting. It depends not only on the number of elements of the mesh and
the polynomial order used in the finite element space, but also on the structure of the
mesh and use of hanging nodes. Often the assembling time exceeds the time needed
to solve the resulting linear system, so faster quadrature can be very welcomed in
some cases.


5.2 Performance of different quadrature techniques


In Figure 1 we can see a comparison of number of operations needed to assembly
a mass matrix of the element of various orders. On the graph we can see ratios
of number of operations of individual methods with respect to the simple product
method (it is therefore 1 for all polynomial orders.)


The usefulness of the faster quadrature depends on the order used, but even
for order 5 we get ten times faster algorithm, comparing to the integration of each
integral with optimal, but isotropic order.
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Fig. 1: Comparison of performance of described methods with respect to the simple product
method. On the x axis is order of an element, on the y axis quotient of number of operations
of each method.


5.3 Conclusions


We have shown, that the concept of reordering of summation works well and
decreases number of operations needed to construct the local stiffness matrix. It’s
effect grows with growing order of an element. Even though incorporating into the
code might bring certain complications, it is definitively worth considering.
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ROBUST PRECONDITIONERS FOR THE MATRIX FREE
TRUNCATED NEWTON METHOD∗


Ladislav Lukšan, Ctirad Matonoha, Jan Vlček


Abstract


New positive definite preconditioners for the matrix free truncated Newton method
are given. Corresponding algorithms are described in detail. Results of numerical
experiments that confirm the efficiency and robustness of the preconditioned truncated
Newton method are reported.


1 Introduction


We consider the unconstrained minimization problem


x∗ = argminx∈Rn F (x), F ∈ C2 : Rn → R, n− large


and use the notation


g(x) = ∇F (x), G(x) = ∇2F (x),


‖G(x)‖ ≤ G, ∀x ∈ Rn.


Numerical methods for unconstrained minimization are iterative and their iteration
step has the form


xk+1 = xk + αksk, k ∈ N,


where sk is a direction vector and αk is a step-length. In this contribution, we will
deal with the Newton method, which uses the quadratic model


F (xk + s) ≈ Q(xk + s) = F (xk) + gT (xk)s+
1


2
sTG(xk)s


for direction determination in such a way that


sk = arg min
s∈Mk


Q(xk + s).


There are two basic possibilities for direction determination: the line-search method,
where


Mk = Rn,


and the trust-region method, where


∗This work was supported by the Czech Science Foundation, project No. 201/09/1957, and the
institutional research plan No. AV0Z10300504.
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Mk = {s ∈ Rn : ‖s‖ ≤ ∆k}
(here ∆k > 0 is the trust region radius). We suppose that matrix G = G(x) and its
structure are not explicitly known. The direction vector (a minimum of a quadratic
function) is in this case computed iteratively by the preconditioned conjugate gra-
dient (PCG) method with preconditioner C. The outer index k is for the sake of
simplicity mostly omitted.


Algorithm 1 Direction determination by the PCG method (the line-search method).
Data: Relative precision 0 ≤ ω < 1.


s1 = 0, g1 = g, h1 = C−1g1, ρ1 = gT1 h1, p1 = −h1.


Do i = 1 to m


qi = Gpi, σi = pTi qi.


If σi ≤ 0 then s = si, stop.


αi = ρi/σi, si+1 = si + αipi, gi+1 = gi + αiqi,


hi+1 = C−1gi+1, ρi+1 = gTi+1hi+1.


If ‖gi+1‖ ≤ ω‖g1‖ or i = m then s = si, stop.


βi = ρi+1/ρi, pi+1 = −hi+1 + βipi.


End do


Algorithm 2 Direction determination by the PCG method (the trust-region method)
Data: Relative precision 0 ≤ ω < 1, trust region radius ∆ > 0.


s1 = 0, g1 = g, h1 = C−1g1, ρ1 = gT1 h1, p1 = −h1.


Do i = 1 to m


qi = Gpi, σi = pTi qi.


If σi ≤ 0 then s = si + λipi, λi > 0, ‖si + λipi‖ = ∆, stop.


αi = ρi/σi.


If ‖si + αipi‖ ≥ ∆ then s = si + λipi, λi > 0, ‖si + λipi‖ = ∆, stop.


si+1 = si + αipi, gi+1 = gi + αiqi,


hi+1 = C−1gi+1, ρi+1 = gTi+1hi+1.


If ‖gi+1‖ ≤ ω‖g1‖ or i = m then s = si, stop.


βi = ρi+1/ρi, pi+1 = −hi+1 + βipi.


End do


Since matrix G is not given explicitly, we use numerical differentiation instead of
matrix multiplication. Thus the product q = Gp is replaced by the difference


G(x)p ≈ g(x+ δp)− g(x)


δ
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where δ = ε/‖p‖ (usually ε =
√
εM and εM is a machine precision). The following


theorems are proved in [4], Section 8.4.


Theorem 1 Let function F ∈ C2 : Rn → R have Lipschitz continuous second order
derivatives (with a constant L). Let q = G(x)p and


q̃ =
g(x+ δp)− g(x)


δ
, δ =


ε


‖p‖ .


Then it holds


‖q̃ − q‖ ≤ 1


2
εL‖p‖.


Theorem 2 Consider the conjugate gradient method applied to the system of linear
equations G(x)s + g = 0, where the vectors qi = G(x)pi are replaced by the vectors
q̃i = (g(x+ δipi)− g(x))/δi, δi = ε/‖pi‖. Suppose that the assumptions of Theorem 1
are satisfied and denote


sm+1 = s1 +
m∑


i=1


αipi, gm+1 = g1 +
m∑


i=1


αiqi, g̃m+1 = g1 +
m∑


i=1


αiq̃i


(thus gm+1 = g +G(x)sm+1 if the computation is exact). Then it holds


‖g̃m+1 − gm+1‖ ≤ ϑ‖sm+1‖, ϑ =
m


2
εL.


Remark 1 Assume that ‖g̃m+1‖ ≤ ω‖g‖, 0 < ω < 1, in the m-th step of the
conjugate gradient method. If we set s = sm+1 and g̃ = g̃m+1, then we can write


‖G̃s+ g‖
‖g‖ ≤ ω,


‖(G̃−G)s‖
‖s‖ ≤ ϑ,


see Theorem 2, where G̃ is a symmetric matrix for which it holds G̃s + g = g̃
and ϑ = mεL/2. These expressions allow us to estimate the asymptotic rate of
convergence.


A disadvantage of the difference version of the truncated Newton method consists
in the fact that it requires a large number of inner iterations (i.e. a large number of
gradient evaluations) if matrix G = G(x) is ill-conditioned. Therefore, the conjugate
gradient method must be suitably preconditioned. Standard approaches cannot be
used because matrix G is unknown. The following possibilities will be studied:


• Preconditioning based on the limited memory BFGS (Broyden, Fletcher, Gold-
farb, Shanno) method.


• Band preconditioners obtained by the standard BFGS method equivalent to
the preconditioned conjugate gradient method.


• Band preconditioners obtained by numerical differentiation.


• Tridiagonal preconditioners determined by the Lanczos method equivalent to
the unpreconditioned conjugate gradient method.
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2 Preconditioning based on the limited memory BFGS method


The idea of limited memory preconditioners is very simple (see [7]). Matrix
C−1


k = Hk = Hk
k , used as a preconditioner in the k-th step of the Newton method,


is determined recurrently in such a way that Hk
k−l = γk−lI where l is the number of


updates (usually l = 3) and


Hk
j+1 = Hk


j +


(
yTj H


k
j yj


yTj dj
+ 1


)
djd


T
j


yTj dj
− Hk


j yjd
T
j + dj(H


k
j yj)


T


yTj dj


= V T
j Hk


j Vj +
djd


T
j


yTj dj


for k − l ≤ j ≤ k − 1 with


Vj = I − yjd
T
j


yTj dj
, dj = xj+1 − xj, yj = gj+1 − gj.


Matrix Hk is not computed explicitly. In the i-th inner step of the conjugate gradient
method used in the k-th outer step of the Newton method, a vector hi = C−1


k gi =
Hk gi is determined by the Strang recurrences [6]. First, we set uk = gi and compute
numbers and vectors


σj =
dTj uj+1


yTj dj
and uj = uj+1 − σjyj, k − l ≤ j ≤ k − 1,


respectively, using backward recurrences. Then we set vk−l = γk−luk−l and compute
vectors


vj+1 = vj +


(
σj −


yTj vj


yTj dj


)
dj, k − l ≤ j ≤ k − 1,


using forward recurrence. Finally, we set hi = vk.


3 Band preconditioners obtained by the standard BFGS method


The BFGS method with perfect line search applied to a strictly convex quadratic
function (with matrixG in the quadratic term) is equivalent to the conjugate gradient
method with the same step-length choice. The BFGS method generates a sequence
of matrices Bi, 1 ≤ i ≤ m, in such a way that B1 = C and


Bi+1 = Bi +
yiy


T
i


dTi yi
− Bidi(Bidi)


T


dTi Bidi
= Bi +


Gpi(Gpi)
T


pTi Gpi
+


gig
T
i


pTi gi


for 1 ≤ i ≤ m, where di = si+1 − si = αipi and yi = gi+1 − gi = Gdi. Vectors pi
and gi are byproducts of the conjugate gradient method. If we use vectors q̃i (given
by numerical differentiation) and g̃i instead of vectors qi = Gpi and gi, respectively,
we can write B1 = C and


Bi+1 = Bi +
q̃iq̃


T
i


pTi q̃i
+


g̃ig̃
T
i


pTi g̃i
, 1 ≤ i ≤ m.
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From the above formulation, it is evident that only vectors generated by the precondi-
tioned conjugate gradient method (with matrix multiplication replaced by numerical
differentiation) are used for determination of matrices Bi, 1 ≤ i ≤ m. These matrices
do not occur in correction terms, so we can save only their selected parts (see [8]).
If the vectors q̃i and g̃i are good approximations of the vectors qi and gi, then the
matrices Bi, 1 ≤ i ≤ m, are positive definite. Further, if the number of steps of
the conjugate gradient method is sufficiently large, the matrix B = Bm+1 is a good
approximation of matrix G so we can use it (or its part) as a preconditioner in the
next step of the Newton method. We will investigate three special cases.


3.1 Diagonal preconditioning


If C = D, where D is a diagonal matrix containing diagonal elements of B,
no problem arises because positive definite matrix B has positive numbers on the
main diagonal. Diagonal preconditioning for problems with sparse Hessian matrices
justifies the following theorem proved in [3].


Theorem 3 Let Dn be the set of all diagonal matrices of order n and let D be
a diagonal matrix containing diagonal elements of matrix G. Then it holds


κ(GD−1) ≤ l min
M∈Dn


κ(GM−1)


where κ is a spectral condition number and l is a maximal number of nonzero elements
in rows of matrix G (l = 5 for pentadiagonal matrix G).


3.2 Tridiagonal preconditioning


Let now C = T where T is a tridiagonal matrix containing elements of three
main diagonals of matrix B. In this case the matrix C need not be positive definite
(even if B was positive definite). Consider, as an example, matrices


B =






2 −2 2
−2 3 −3
2 −3 4



 , T =






2 −2 0
−2 3 −3
0 −3 4



 .


Both these matrices have positive elements on the main diagonal and positive main
subdeterminants of the second order. But it holds that detB = 2 and detT = −10
so T is not positive definite, although B is positive definite. In order to remove this
drawback, we have to modify matrix T to be positive definite.


Lemma 1 Consider a tridiagonal matrix


T =






α1 β1 . . . 0 0
β1 α2 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . αn−1 βn−1


0 0 . . . βn−1 αn
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(elements αi have differrent meaning than step-sizes αi used in previous sections)
and denote ∆i a main subdeterminant of the i-th order of matrix T containing rows
and columns with indexes 1, 2, . . . , i). Then it holds ∆1 = α1 and


∆i = αi∆i−1 − β2
i−1∆i−2, 2 ≤ i ≤ n,


where ∆0 = 1.


This well-known lemma can be used in the proof of the next theorem (see [1], [4]).


Theorem 4 A tridiagonal matrix T is positive definite if and only if γi > 0 for
1 ≤ i ≤ n, where γ1 = α1 and


γi = αi − β2
i−1


γi−1


, 2 ≤ i ≤ n.


Theorem 4 can be utilized in such a way that we compute numbers γi, 1 < i ≤ n,
and as soon as γi ≤ 0 for some index i, we decrease the off-diagonal element βi−1


so that β2
i−1 < γi−1αi (e.g. we set β2


i−1 = λi−1γi−1αi, where 0 < λi−1 < 1). The
trouble is that if we choose λi−1 unsuitably, the resulting tridiagonal matrix can be
ill-conditioned. For practical purposes it is more convenient to use the following
theorem and its corollary (see [4]), Section 8.4.


Theorem 5 Consider a tridiagonal matrix T with positive numbers on the main
diagonal. If matrices


[
2α1 2β1


2β1 α2


]
,


[
αi 2βi


2βi αi+1


]
,


[
αn−1 2βn−1


2βn−1 2αn


]
,


where 2 ≤ i < n − 2, are positive semidefinite and at least one of them is positive
definite, then matrix T is positive definite.


Corollary 1 Let a tridiagonal matrix T contain the main diagonal and halves of
subdiagonals of the positive definite matrix B (thus αi = bi,i, 1 ≤ i ≤ n, and βi =
bi,i+1/2, 1 ≤ i ≤ n− 1). Then T is positive definite.


Corollary 1 can be utilized so that the subdiagonal elements of matrix B are divided
by two. Thereafter, the resulting tridiagonal matrix is positive definite. Theorem 5
can be utilized so that we compute determinants αiαi+1 − 4β2


i , 1 ≤ i ≤ n − 1, and
as soon as αiαi+1 − 4β2


i < 0 holds for some index i, we decrease the subdiagonal
element βi so that β2


i = αiαi+1/4.
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3.3 Pentadiagonal preconditioning


Assertions of Theorem 5 and Corollary 1 can also be generalized for an arbitrary
band matrix. We will show the corresponding procedure in case of the following
pentadiagonal matrix


P =






α1 β1 γ1 . . . 0 0 0
β1 α2 β2 . . . 0 0 0
γ1 β2 α3 . . . 0 0 0
. . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . αn−2 βn−2 γn−2


0 0 0 . . . βn−2 αn−1 βn−1


0 0 0 . . . γn−2 βn−1 αn






on which we will often refer. The following theorem and its corollary are proved
in [4], Section 8.4.


Theorem 6 Consider a pentadiagonal matrix P with positive elements on the main
diagonal. If matrices






αi (3/2)βi 3γi
(3/2)βi αi+1 (3/2)βi+1


3γi (3/2)βi+1 αi+2



 , 1 ≤ i < n− 2,


are positive semidefinite, then matrix P is positive definite.


Corollary 2 Let a pentadiagonal matrix P contain the main diagonal, two thirds of
subdiagonals, and one third of subsubdiagonals of a positive definite matrix B (thus
αi = bi,i, 1 ≤ i ≤ n, βi = 2bi,i+1/3, 1 ≤ i ≤ n− 1, and γi = bi,i+2/3, 1 ≤ i ≤ n− 2).
Then P is positive definite.


Corollary 2 can be utilized so that we take two thirds of subdiagonal elements and
one third of subsubdiagonal elements of matrix B. Thereafter, the resulting penta-
diagonal matrix is positive definite. Theorem 6 can be utilized so that we first
compute subdeterminants αiαi+1 − (9/4)β2


i , 1 ≤ i ≤ n − 1, and as soon as one of
them is negative, we decrease the subdiagonal element βi so that β2


i = (4/9)αiαi+1.
Finally, we compute the determinants of the matrices mentioned in Theorem 6 as
long as they are nonnegative. If one of them is negative, the corresponding element γi
is modified using the following theorem is proved in [4], Section 8.4.


Theorem 7 Determinants ∆i of the matrices mentioned in Theorem 6 can be com-
puted according to the formula


∆i = αi+1


(
αiαi+2 − 9γ2


i


)
− 9


4


(
αiβ


2
i+1 + αi+2β


2
i − 6βiβi+1γi


)
.


The determinant ∆i is nonnegative if and only if γ
i
≤ γi ≤ γi where
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γ
i


=
1


3αi+1


(
9


4
βiβi+1 −


√
Di


)
,


γi =
1


3αi+1


(
9


4
βiβi+1 +


√
Di


)


are the roots of the quadratic equation ∆i = 0 and


Di =
(
αiαi+1 − 9


4
β2
i


)(
αi+1αi+2 − 9


4
β2
i+1


)


is the discriminant, divided by 36, of this equation, which is nonnegative provided
that both multipliers are nonnegative.


Remark 2 Theorem 7 offers two possibilities how to choose a new element γi in
case that ∆i < 0. If γi < γ


i
, we set γi := γ


i
. If γi > γi, we set γi := γi. However,


more advantageous is to set


γi =
1


2
(γ


i
+ γi) =


3


4


βiβi+1


αi+1


,


because this choice is computationally simpler and gives better practical results.


4 Band preconditioners obtained by numerical differentiation


Suppose that the Hessian matrix has a band structure (even if it was not true
in fact). The elements of this fictitious matrix that will be used as a preconditioner
can be determined by numerical differentiation. It is performed only once at the
beginning of the outer step of the Newton method.


In order to determine all elements of a band matrix which has k − 1 couples of
subdiagonals (thus k = (l+1)/2 where l is a band width), it suffices to use k gradient
differences, which means to compute k extra gradients during each outer step of the
Newton method. We will investigate three special cases again.


4.1 Diagonal preconditioning


Remark 3 Assume that the Hessian matrix is diagonal. Then all its elements can
be approximated using one gradient difference


G(x)v ≈ g(x+ v)− g(x), v = [δ1, . . . , δn]
T ,


where δ1, . . . , δn are suitable differences. Diagonal matrix C = D = diag(α1, . . . , αn)
where Dv = g(x + v)− g(x) is then used as a preconditioner. After substitution we
obtain αiδi = gi(x+ v)− gi(x) or


αi =
gi(x+ v)− gi(x)


δi
, 1 ≤ i ≤ n.
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Remark 4 The differences can be chosen in two different ways:


(1) We set δi = δ, 1 ≤ i ≤ n, so v = δe, where e is a vector with all elements equal


to one. We can choose (similarly as in Theorem 1) δ =
√
εM/‖e‖ =


√
εM/n.


(2) We set δi =
√
εM max(|xi|, 1), 1 ≤ i ≤ n. This choice is less sensitive to rounding


errors.


In both cases we can write δi = εδi, 1 ≤ i ≤ n, where ε =
√
εM and either δi = 1/


√
n


or δi = max(|xi|, 1) for 1 ≤ i ≤ n.


A disadvantage of preconditioners based on numerical differentiation is the fact
that they need not be positive definite. Consider a strictly convex quadratic function
F : R2 → R:


F (x) =
1


2
xT


[
1 −2


−2 6


]
x, g(x) =


[
1 −2


−2 6


]
x.


Then it holds


g(x+ δe)− g(x)


δ
=


[
1 −2


−2 6


] [
1
1


]
=


[
−1
4


]
,


thus


De =


[
α1 0
0 α2


] [
1
1


]
=


[
−1
4


]
,


which gives α1 = −1, α2 = 4, and so matrix D is not positive definite. This drawback
can be removed by setting


αi =
|gi(x+ v)− gi(x)|


δi
, 1 ≤ i ≤ n.


This modification is justified by the following theorem proved in [10].


Theorem 8 Let Dn be the set of all diagonal matrices of order n and let D =
diag(α1, . . . , αn) be a diagonal matrix such that


αi =
n∑


j=1


|Gij|, 1 ≤ j ≤ n,


where Gij, 1 ≤ j ≤ n, are the elements of the i-th row of matrix G. Then it holds


κ1(GD−1) = min
M∈Dn


κ1(GM−1),


where κ1 is an l1 condition number (the product of l1 norms of a matrix and its
inverse).
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If matrix G has only positive numbers and if we set v = δe, we can write De =
(g(x+ δe)− g(x))/δ ≈ Ge, so


αi ≈
n∑


j=1


Gij =
n∑


j=1


|Gij|


and matrix D is according to Theorem 8 an ideal preconditioner (in l1 norm) for the
system of equations Gs+g = 0. If matrix G does not contain only positive numbers,
it holds


|αi| ≈
∣∣∣∣∣∣


n∑


j=1


Gij


∣∣∣∣∣∣
≤


n∑


j=1


|Gij|,


so the elements of modified matrix D form the lower bound for the elements of an
ideal preconditioner.


4.2 Tridiagonal preconditioning


Theorem 9 Let the Hesian matrix of function F be tridiagonal (as matrix T ). Set
v1 = [δ1, 0, δ3, 0, δ5, 0, . . .], v2 = [0, δ2, 0, δ4, 0, δ6, . . .], where δi = εδi, 1 ≤ i ≤ n. Then
for 1 < i < n it holds


α1 = lim
ε→0


g1(x+ v1)− g1(x)


δ1
, β1 = lim


ε→0


g1(x+ v2)− g1(x)


δ2
,


αi = lim
ε→0


gi(x+ v1)− gi(x)


δi
, βi = lim


ε→0


gi(x+ v2)− gi(x)− δi−1βi−1


δi+1
, mod(i, 2) = 1,


αi = lim
ε→0


gi(x+ v2)− gi(x)


δi
, βi = lim


ε→0


gi(x+ v1)− gi(x)− δi−1βi−1


δi+1
, mod(i, 2) = 0,


αn = lim
ε→0


gn(x+ v1)− gn(x)


δn
, mod(n, 2) = 1,


αn = lim
ε→0


gn(x+ v2)− gn(x)


δn
, mod(n, 2) = 0.


Remark 5 Theorem 9, proved in [4], Section 8.4, gives us the way how to construct
a tridiagonal preconditioner. A fixed number ε is chosen (e.g. ε =


√
εM) and the ele-


ments of matrix C = T are computed according to formulas mentioned in Theorem 9
(in which the limit is omitted).


Matrix C = T obtained by Remark 5 need not be positive definite even if the
Hessian matrix was positive definite. Tridiagonal matrix T obtained by application
of Theorem 9 (with δi = δ, 1 ≤ i ≤ n) to a strictly convex quadratic function of
three variables with the positive definite Hessian matrix


G =






1 −1 −2
−1 4 −1
−2 −1 8
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can serve as an example. We will state two theorems supporting a choice of tridi-
agonal preconditioning in cases when the actual Hessian matrix is pentadiagonal
(see [4]).


Theorem 10 Let the Hessian matrix G(x) be pentadiagonal, positive definite, and
diagonally dominant. Then, if δi = εδ, 1 ≤ i ≤ n, and if the number ε is suffi-
ciently small, matrix C = T obtained by Remark 5 is positive definite and diagonally
dominant.


Remark 6 Theorem 10, proved in [4], Section 8.4, requires all differences to be


equal, which is fulfilled for instance when δi =
√
2εM/n, 1 ≤ i ≤ n. But the numerical


experiments show that the choice δi =
√
εmax(|xi|, 1), 1 ≤ i ≤ n, is usually more


advantageous.


Matrix T is positive definite for a lot of practical problems. Consider a boundary
value problem for the second order ordinary differential equation


y′′(t) = ϕ(y(t)), 0 ≤ t ≤ 1, y(0) = y0, y(1) = y1,


where function ϕ : R → R is twice continuously differentiable. If we divide the
interval [0, 1] onto n+1 parts using nodes ti = ih, 0 ≤ i ≤ n+1, where h = 1/(n+1)
is the step-size and if we replace the second order derivatives in nodes with differences


y′′(ti) =
y(ti−1)− 2y(ti) + y(ti+1)


h2
, 1 ≤ i ≤ n,


we will obtain a system of n nonlinear equations


h2ϕ(xi) + 2xi − xi−1 − xi+1 = 0,


where xi = y(ti), 0 ≤ 1 ≤ n + 1, so x0 = y0 and xn+1 = y1. If we solve this system
by the least squares method, the minimized function has the form


F (x) =
1


2


n∑


i=1


f 2
i (x) =


1


2


n∑


i=1


(
h2ϕ(xi) + 2xi − xi−1 − xi+1


)2
,


where x = [x1, . . . , xn]
T . The following theorem is proved in [4], Section 8.4.


Theorem 11 Let the difference version of the Newton method be applied to the sum
of squares given above with a linear function ϕ : R → R. Then, if δi = εδ, 1 ≤ i ≤ n,
and if the number ε is sufficiently small, matrix C = T obtained by Remark 5 is
positive definite.


4.3 Pentadiagonal preconditioning


Theorem 12 Let the Hessian matrix of function F be pentadiagonal (as matrix P ).
Set v1 = [δ1, 0, 0, δ4, 0, 0, . . .], v2 = [0, δ2, 0, 0, δ5, 0, . . .], v3 = [0, 0, δ3, 0, 0, δ6, . . .],
where δi = εδi, 1 ≤ i ≤ n. Then it holds
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αi = lim
ε→0


gi(x+ v1)− gi(x)


δi
, βi = lim


ε→0


gi(x+ v2)− gi(x)− δi−2γi−2


δi+1
,


γi = lim
ε→0


gi(x+ v3)− gi(x)− δi−1βi−1


δi+2
, mod(i, 3) = 1,


αi = lim
ε→0


gi(x+ v2)− gi(x)


δi
, βi = lim


ε→0


gi(x+ v3)− gi(x)− δi−2γi−2


δi+1
,


γi = lim
ε→0


gi(x+ v1)− gi(x)− δi−1βi−1


δi+2
, mod(i, 3) = 2,


αi = lim
ε→0


gi(x+ v3)− gi(x)


δi
, βi = lim


ε→0


gi(x+ v1)− gi(x)− δi−2γi−2


δi+1
,


γi = lim
ε→0


gi(x+ v2)− gi(x)− δi−1βi−1


δi+2
, mod(i, 3) = 0,


This theorem is proved in [4], Section 8.4.


5 Tridiagonal preconditioners determined by the Lanczos method


The elements of a tridiagonal matrix T obtained by the Lanczos method can be
determined from the coefficients of the conjugate gradient method (which will be
denoted with a tilde) by transformations α1 = 1/α̃1 and


β2
i =


β̃i


α̃2
i


, αi+1 =
β̃i


α̃i


+
1


α̃i+1


, 1 ≤ i ≤ m,


where m is the number such that α̃i > 0 for 1 ≤ i ≤ m. The following theorems are
proved in [4], Section 8.4.


Theorem 13 Consider the conjugate gradient method (applied to the quadratic func-
tion with the Hessian matrix G) such that α̃i > 0 for 1 ≤ i ≤ m. Then the tridiagonal
matrix Tm of order m with the elements given by the above transformations is positive
definite.


Remark 7 The tridiagonal matrix Tm has the dimension m ≤ n. In order to obtain
a preconditioner with the dimension n, we set


C = [Qm, Qn−m]


[
Tm 0
0 In−m


]
[Qm, Qn−m]


T = (I −QmQ
T
m) +QmTmQ


T
m


where Qm is a matrix with m orthonormal columns obtained with the symmetric
Lanczos process and Qn−m is a matrix with n − m orthonormal columns such that
matrix [Qm, Qn−m] is square and orthogonal.


Theorem 14 Let the assumptions of Theorem 13 be fulfilled. Then the precondi-
tioner mentioned in Remark 7 is positive definite and it holds


C−1 = (I −QmQ
T
m) +QmT


−1
m QT


m.
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6 Rejecting of preconditioners


It is important to be able to decide whether the preconditioner will be used or
rejected. Indefinite preconditioner is inappropriate also in case the Hessian matrix
is not positive definite.


The Gill-Murray decomposition, proposed in [2], is a suitable means for testing
positive definiteness and ill-conditioning of a matrix. If a pivot is during the elimina-
tion step less than δmax(1,max1≤i≤n(|αi|)), where δ is a prescribed bound, then the
decomposition of a preconditioner is terminated and the preconditioner is rejected.
It is not worth performing the whole Gill-Murray decomposition and using the ob-
tained positive definite matrix as a preconditioner (numerical experiments prove this
claim). The number δ is usually chosen such that δ = 10−12. Sometimes, however,
we have to choose a larger value (e.g. δ = 10−2).


7 Concluding remarks


• Preconditioning based on the limited memory BFGS method does not require
any corrections. It is rather robust, but not very efficient.


• Band preconditioners obtained by the standard BFGS method have to be mod-
ified in advance, otherwise they are mostly rejected during the decomposition.
Modifications based on Theorem 5, when the subdiagonal elements are de-
creased in order negative subdeterminants were zero, have proved to be very
successful. It is shown that it is necessary to reject the preconditioners obtained
in this way more often (e.g. to choose δ = 10−2).


• Band preconditioners obtained by numerical differentiation can be modified in
a simple way that the diagonal elements are replaced with their absolute values.
It suffices to choose δ = 10−12 for rejecting (except for diagonal preconditioners
which are more prone to rejecting).


• It is not necessary to modify tridiagonal preconditioners determined by the
Lanczos method (they are positive definite by Theorem 14). However, they
can be determined only in unpreconditioned steps of the Newton method. This
causes a lot of technical difficulties (the iteration process of the conjugate gra-
dient method have to be modified).


8 Numerical comparison


The difference versions of the Newton method which use various precondition-
ers were tested using a set of 71 test problems with 1000 variables. The results
are reported in the table containing the following data: NIT – the total number of
iterations, NFV – the total number of function evaluations, NFG – the total number
of gradient evaluations, NCG – the total number of inner iterations, NCN – the total
number of preconditioned outer iterations, NCP – the total number of problems with
enlarged bound for rejecting, Time – the total computational time.
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The methods tested: TN – the unpreconditioned Newton method, TNLM – pre-
conditioning using the limited memory BFGS method, TNVM – band preconditioning
using the standard BFGS method (1 – diagonal, 2 – tridiagonal, 3 – pentadiagonal),
TNND – band preconditioning using numerical differentiation (1 – diagonal, 2 – tridi-
agonal, 3 – pentadiagonal), TNLT – tridiagonal preconditioning using the Lanczos
method, LMVM – the limited memory BFGS method, CG – the nonlinear conjugate
gradient method. Methods LMVM and CG are mentioned only for comparison (they
have nothing in common with the Newton method studied in this contribution).


Method NIT NFV NFG NCG NCN NCP Time


TN 7425 11827 372789 359505 - - 66.08
TNLM 7270 12521 233269 219347 7270 - 42.55


TNVM-1 7095 10303 274344 262855 4335 37 50.43
TNVM-2 6751 9252 139989 129933 4260 37 27.47
TNVM-3 6803 8857 229501 219820 4027 36 51.67
TNND-1 6522 8491 347384 331709 3857 40 59.51
TNND-2 7573 11245 147391 119434 4409 3 25.45
TNND-3 7107 10726 125262 91665 4943 4 24.57
TNLT 7398 11672 352199 339081 6808 1 55.61


LMVM 121314 127189 127189 - - - 39.59
CG 109166 325994 325994 - - - 75.72


From the results reported in this table, we can deduce several conclusions:


• The difference versions of the Newton method converge very fast, but they
require more gradient computations.


• The unpreconditioned Newton method is not competitive with the limited
memory BFGS method.


• Diagonal preconditioners and preconditioners obtained by the Lanczos method
are not too efficient.


• Band preconditioners obtained by the standard BFGS method have to be often
modified. Moreover, the bound for rejecting has to be often increased.


• Band preconditioners given by numerical differentiation rarely require correc-
tions. The Newton method modified in this way is more efficient than the
limited memory BFGS method.
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REALIZATION OF DIRICHLET CONDITIONS IN RKPM


Vratislava Mošová


1 Introduction


Meshless methods are a group of numerical algorithms that serve for solving
boundary value problems. These methods are alternative to the popular and efficient
FEM. The greatest advantage of meshless methods is that they need no connectivity
condition, like the FEM, in the beginning of computation.


We can specify meshless methods as Galerkin methods where basis functions
are replaced by shape functions built in a special way. The construction of the
shape functions differs for different meshless methods. Some shape functions are
approximations of the kernel in the integral transform


u(x) =


∫


Ω


K(x, y)u(y) dy (1)


(see [10], [4]). Some are constructed by means of the moving least squares method
(see [3], [8]). Shape functions based on the idea of partition of unity, that are
a composition of an extrinsic and an intrinsic basis form, form the next specific
group (see [2], [12]).


The meshless methods have received their place among numerical techniques.
They were used for instance in solving problems from mechanic of solid body (see [4]),
biomechanics (see [1]) or structural dynamic (see [9]). They are successfully used in
the modelling of large deformations, crack propagation or moving boundary. A seri-
ous limitation is the fact that the meshless methods do not reproduce the Dirichlet,
more generally essential boundary conditions.


Several attempts to solve the problem involving Dirichlet conditions are discussed
in this contribution. Our attention will be focused only on one of meshless methods
– the reproducing kernel particle method (briefly the RKP method or the RKPM).
The construction of the RKP-shape functions and an application of the RKPM to
an elliptic boundary value problem are presented in Section 2. Methods that enable
to realize the Dirichlet condition in the RKPM are introduced in Section 3.


2 RKPM approximation


Consider the problem


−∆u(x) = f(x) in Ω ⊂ Rn, (2)


∂u


∂n
(x) = g(x) on ∂Ω1, (3)


u(x) = u0(x) on ∂Ω0. (4)
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Denote


V = {v ∈ W 1,2(Ω)| v(x) = 0 on ∂Ω0 in the sense of traces}
and find a weak solution u ∈ W 1,2(Ω) of the problem (2)–(4) such that


u− u0 ∈ V,


∫


Ω


n∑
i=1


∂u


∂xi


∂v


∂xi


dx =


∫


Ω


fv dx+


∫


∂Ω1


gv ds, ∀v ∈ V. (5)


The numerical solution of the problem (2)–(4) will be constructed at points
x1, . . . , xN ∈ Ω. At first it is necessary to choose the monomial basis p of degree s
and some one-dimensional weight function Φ1.
Definition 1 The points x1, . . . , xN ∈ Ω, which are used for construction of the
RKP approximation, are called particles.
Remark 1 The particles x1, . . . , xN differ mutually, they can be distributed uni-
formly or nonuniformly.
Remark 2 For example, p(x) = (1, x1, x2, x3, x1x2, x1x3, x2x3, x


2
1, x


2
2, x


2
3)


T is the
second degree monomial basis in R3.


The space generated by monomials of degree less than or equal to s will be
denoted by Ps.
Remark 3 The most often weight functions chosen are the Gaussian function


Φ1(x) =


{
er(x2 − 1)/(1− er) if |x| ≤ 1,


0 if |x| > 1,


with r > 0, the cubic spline


Φ1(x) =







2
3
− 4x2 + 4|x|3 if |x| ≤ 1


2
,


4
3
− 4|x|+ 4x2 − 4


3
|x|3 if 1


2
< |x| ≤ 1,


0 if |x| > 1


and the conic function


Φ1(x) =


{
(1− x2)k if |x| ≤ 1,


0 if |x| > 1,


such that k > 1. See [2], [5], [4].
The n-dimensional weight function can be constructed from a one-dimensional


weight function Φ1 by putting


Φ(x) =
n∏


i=1


Φ1(xi), where x = (x1, x2, . . . , xn).
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Definition 2 Let the particles x1, . . . , xN ∈ Ω, the degree s of the monomial
basis p and the weight function Φ1 be given. Interpolants constructed by means of
the RKPM are the linear combinations


ũ(x) =
N∑
I=1


ΨI(x)uI (6)


of the RKP shape-functions ΨI with coefficients uI . The shape functions are of the
form


ΨI(x) = pT
(
xI − x


ρ


)
b(x) Φ


(
xI − x


ρ


)
∆VI . (7)


Here ρ > 0 is a dilatation parameter1, ∆VI is the quadrature weight and the func-
tion b(x) is the solution of the linear equations


M(x)b(x) = p(0) (8)


with the moment matrix


M(x) =
N∑
I=1


p


(
xI − x


ρ


)
pT


(
xI − x


ρ


)
Φ


(
xI − x


ρ


)
∆VI . (9)


Remark 4 Because the RKPM is based on the approximation of the kernel in the
integral transformation (1) and this integral is discretized by means of numerical
quadrature, the quadrature weight ∆VI occurs in (7).
Remark 5 There are some principles how to choose the particles x1, . . . , xN to
receive suitable results. Especially, the necessary condition for the unique solvability
of (8) is that


card


{
xI |x ∈ suppΦ


(
xI − x


ρ


)}
≥ dimPs


∀x ∈ Rn, see [2].
If we put v = ΨK and insert the form (6) of the approximate solution into the


weak formulation (5), we receive


∫


Ω


n∑
i=1


(
N∑
I=1


uI
∂ΨI


∂xi


)
∂ΨK


∂xi


dx =


∫


Ω


fΨK dx+


∫


∂Ω1


gΨK ds, K = 1, 2, . . . , N.


The matrix form of these equations for an unknown vector u = (u1, . . . , uN)
T is


Au = b,


where


A = (AIK)
N
I,K=1 , AIK =


∫


Ω


n∑
i=1


∂ΨI


∂xi


∂ΨK


∂xi


dx, (10)


1The role of ρ is to specify the size of supp Φ.
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b = (b1, . . . , bN)
T , bK =


∫


Ω


fΨK dx+


∫


∂Ω1


gΨK ds.


3 Methods for problems involving the Dirichlet boundary condition


As soon as we compute the components of the vector u, the approximation ũ(x) =∑N
I=1ΨI(x)uI is known. But there is a problem – there can be particles xJ ∈ ∂Ω0


such that ΨI(x
J) 6= δIJ . Consequently,


ũ(xJ) =
∑
I


ΨI(x
J)uI 6= uJ .


It is the reason why the imposition of Dirichlet boundary conditions is not trivial.
We will deal with the question how to remove this trouble.


3.1 Method of weight functions


The first idea how to satisfy the Dirichlet condition (for instance, see the arti-
cle [11]) is to multiply the weight function Φ by a smooth function w that is equal
to one on Ω0 and declines to zero near ∂Ω0 successively. This correction is then
reflected in the relations (9) and (7). The new moment matrix is


M(x) =
N∑
I=1


p


(
xI − x


ρ


)
pT


(
xI − x


ρ


)
w(x)Φ


(
xI − x


ρ


)
∆VI


and the new shape functions


ΨI(x) = pT
(
xI − x


ρ


)
b(x)w(x)Φ


(
xI − x


ρ


)
∆VI .


Both the idea of the method and its implementation are simple. But, because
the smoothness of the RKP-approximation depends on the smoothness of wΦ, the
smoothness of the approximate solution may become worse.


3.2 Transform method


The approximation (6) has to satisfy the Dirichlet condition. But the Dirichlet
boundary conditions are prescribed for the real nodal values ũ(xI) and not for the
unknowns uI . This discrepancy can be removed in the following way: If we denote
ũ(xI) = ũI and ΨI(x


J) = TIJ , then the approximation (6) can be written in the form


ũJ =
N∑
I=1


TIJuI


now, or shortly ũ = Tu. If the matrix T is non-singular, there exists an inverse
matrix T−1 such that T−1ũ = u, i.e.


N∑
J=1


T−1
JI ũJ = uI .
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Returning to the formula (6), we obtain


ũ(x) =
N∑
I=1


ΨI(x)uI =
N∑
I=1


ΨI(x)
N∑


J=1


T−1
JI ũJ =


N∑
J=1


(
N∑
I=1


ΨI(x)T
−1
JI


)
ũJ


=
N∑


J=1


Ψ̃J(x)d̃J .


The transformed functions Ψ̃J(x) have the Kronecker delta property now.
The transform method is based on manipulation with the matrix of values of


the shape functions at given particles. In general, this matrix is full and, more-
over, it is required to be non-singular. These facts belong to the disadvantages of
the method. On the other hand, the Dirichlet condition is satisfied exactly at the
particles from ∂Ω0. An application of the transform method can be found in the
article [4].


3.3 Method of Lagrange multipliers


This method is based on a modification of the weak formulation of the problem
given. The main idea is to minimize the functional


I(u, λ) =
1


2


∫


Ω


n∑
i=1


(
∂u


∂xi


)2


dx−
∫


Ω


fu dx−
∫


∂Ω1


gu ds+


∫


∂Ω0


λ(u− u0) ds


with respect to u and λ. We put


ũ =
N∑
I=1


ΨIuI , λ̃ =


N0∑
I=1


θIλI


in this case. The shape functions ΨI are the same as in Section 2, θI are the lin-
ear Lagrange basis functions and N0 is the number of points discretizing ∂Ω0. The
method leads to the system of linear equations Au = b such that


A =


(
H G
GT 0


)
, u = (u1, . . . , uN , λ1, . . . , λN0)


T , b = (b1, . . . , bN , c1, . . . , cN0)
T ,


HIK =


∫


Ω


n∑
i=1


∂ΨI


∂xi


∂ΨK


∂xi


dx, I = 1, . . . , N, K = 1, . . . , N,


GIK =


∫


∂Ω0


ΨIθK ds, I = 1, . . . , N, K = 1, . . . , N0,


bK =


∫


Ω


fΨK dx+


∫


∂Ω1


gΨK ds, K = 1, . . . , N, cK =


∫


∂Ω0


u0θK ds, K = 1, . . . , N0.


In this method the matrix A is more complicated than the matrix (10). It is also
necessary to compute more unknown parameters. The advantage of this method is
that it is general and accurate. The method was used for instance in the article [4].
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4 Conclusions


This contribution deals with the question how to discretize the Dirichlet boundary
conditions in the RKPM that occurs when the Dirichlet condition has to be realized
in the RKPM. Three approaches – the method of weight functions, the transform
method and the method of Lagrange multipliers – are described and their essential
properties are discussed.
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A POSTERIORI ERROR ESTIMATES OF THE DISCONTINUOUS
GALERKIN METHOD FOR PARABOLIC PROBLEM∗


Ivana Šebestová, Vı́t Doleǰśı


Abstract


We deal with a posteriori error estimates of the discontinuous Galerkin method
applied to the nonstationary heat conduction equation. The problem is discretized
in time by the backward Euler scheme and a posteriori error analysis is based on the
Helmholtz decomposition.


1 Introduction


Our aim is to develop a sufficiently accurate and efficient numerical method for
simulations of unsteady flows. A promising technique is a combination of the discon-
tinuous Galerkin finite element method (DGFEM) for the space discretization and
the backward difference formula for the time discretization, see [1], [2]. In order to
both apply an adaptive algorithm and assess the discretization error, a posteriori
error estimates have to be developed.


Within this paper, we focus on simplified model problem, represented by the
heat equation, which is discretized by the high order DGFEM and the backward
Euler method. We develop a posteriori error estimates based on the Helmholtz
decomposition of the gradient of the error, see [4]. Therefore, this paper represents
an extension of results from [6] where low order DGFEM was considered.


2 Problem definition


Let Ω ⊂ Rd (d = 2 or 3) be a bounded simply connected polyhedral Lipschitz
domain with a boundary ∂Ω, T > 0 and QT = Ω × (0, T ). Let us consider the
problem:


∂u/∂t−∆u = f in QT ,
u = 0 on ∂Ω× (0, T ),


u(x, 0) = u0(x) in Ω.
(1)


We use a standard notation for the Lebesgue, Sobolev and Bochner spaces. We
introduce a weak formulation of (1).


∗This work is a part of the research projects MSM 0021620839 (V. Doleǰśı). The research of
I. Šebestová was supported by grant No. 10209/B-MAT/MFF of the Grant Agency of Charles
University Prague.
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Definition 1. The function u : QT → R such that u ∈ L2(0, T ;H1
0 (Ω)) and ∂u/∂t ∈


L2(0, T ;H1
0 (Ω)) is the weak solution of the problem (1) if


〈∂u(t)/∂t, v〉+ ∫
Ω
∇u(t) · ∇v dx = 〈f(t), v〉 ∀v ∈ H1


0 (Ω), for a.a. t ∈ (0, T ),
u(x, 0) = u0(x) in Ω,


(2)
where 〈·, ·〉 denotes the duality pairing between H1


0 (Ω) and H−1(Ω) and where we
assume f ∈ C(0, T ;H−1(Ω)) and u0 ∈ L2(Ω).


3 Discretization


3.1 Time semidiscretization


Let 0 = t0 < t1 < ... < tN̄ = T be a partition of the time interval [0, T ] and set
τn = tn− tn−1, τ = max{τn : 1 ≤ n ≤ N̄}. We use the backward Euler scheme in (2)
and get the semi-discrete problem: Find a sequence {un}1≤n≤N̄ , u


n ∈ H1
0 (Ω) such


that


∫


Ω


un − un−1


τn
v dx+


∫


Ω


∇un · ∇v dx =


∫


Ω


fnv dx ∀v ∈ H1
0 (Ω),


where fn = f(·, tn).
3.2 Space discretization


We will carry out the space discretization with the aid of the DGFEM. On each
time level tn, n = 1, . . . , N̄ , we consider a family {Th,n}h>0 of partitions of Ω into
a finite number of closed triangles in 2D and tetrahedra in 3D with mutually disjoint
interiors. We assume that the following conditions are satisfied.


shape regularity: ∃Cs > 0 :
hK


ρK
≤ Cs ∀K ∈ Th,n, (3)


local quasi-uniformity: ∃CH > 0 : hK ≤ CHhK
′ ∀K,K


′ ∈ Th,n sharing a face,
(4)


where hK = diam(K) forK ∈ Th,n, ρK denotes the radius of the largest d-dimensional
ball inscribed into K, and ∂K denotes the boundary of element K. Moreover,
we assume that there exists a triangulation T̃h,n satisfying (3) and (4) which is
a refinement of both Th,n−1 and Th,n, 1 ≤ n ≤ N̄ and such that


∃CHT > 0 : ∀1 ≤ n ≤ N̄ ∀K ∈ T̃h,n ∀K ′ ∈ Th,n, K ⊂ K
′
:
hK′


hK


< CHT .


By F I
h,n and FD


h,n we denote the set of all interior faces (edges for d = 2) and faces
(edges for d = 2) on ∂Ω, respectively. For a simplicity, we put Fh,n = F I


h,n ∪ FD
h,n.


Further, we set hΓ = diam(Γ) for Γ ∈ Fh,n. For each Γ ∈ F I
h,n there exist two


elements KL
Γ and KR


Γ such that Γ ⊂ KL
Γ ∩KR


Γ . We define a unit normal vector nΓ
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to each Γ ∈ F I
h so that it points out of KL


Γ . Finally, we assume that nΓ, Γ ∈ FD
h,n,


has the same orientation as the outward normal to ∂Ω.
Over the triangulation T̃h,n we define the so-called broken Sobolev space


Hs(Ω, T̃h,n) = {v; v|K ∈ Hs(K) ∀K ∈ T̃h,n}


equipped with the norm ‖v‖2
Hs(Ω,T̃h,n) =


∑
K∈T̃h,n ‖v‖2Hs(K). For v ∈ H1(Ω, T̃h,n) we


define the broken gradient ∇hv of v by (∇hv)|K = ∇(v|K) for ∀K ∈ T̃h,n and use the
following notation: vLΓ stands for the trace of v|KL


Γ
on Γ, vRΓ is the trace of v|KR


Γ
on Γ,


〈v〉Γ = 1
2
(vLΓ + vRΓ ), [v]Γ = vLΓ − vRΓ , Γ ∈ F I


h,n. Further, for Γ ∈ FD
h,n, we define vLΓ as


the trace of v|KL
Γ
on Γ, and 〈v〉Γ = [v]Γ = vLΓ . If [·]Γ and 〈·〉Γ appear in an integral of


the form
∫
Γ
. . . dS, we will omit the subscript Γ and write [·] and 〈·〉 instead. Finally,


we define the space of discontinuous piecewise polynomial functions


Sn
hp = {v; v ∈ L2(Ω), v|K ∈ P p(K)∀K ∈ T̃h,n},


where P p(K) is the space of all polynomials on K of degree p.
Now, we can state the discrete problem: For a given approximation u0


h ∈ S0
hp of


an initial condition u0 find a sequence {un
h}1≤n≤N̄ , u


n
h ∈ Sn


hp such that


∫


Ω


un
h − un−1


h


τn
vh dx+


∑


K∈T̃h,n


∫


K


∇un
h · ∇vh dx−


∑
Γ∈Fh,n


∫


Γ


〈∇un
h · n〉[vh] dS


+θ
∑


Γ∈Fh,n


∫


Γ


〈∇vh · n〉[un
h] dS +


∑
Γ∈Fh,n


∫


Γ


σ[un
h][vh] dS =


∫


Ω


fnvh dx


for all vh ∈ Sn
hp, where θ = −1, θ = 1, and θ = 0 corresponds to the symmetric,


nonsymmetric, and incomplete variants of the DGFEM, respectively.


In this section, we derive a residual-based a posteriori error estimate of the dis-
cretization error based on the Helmholtz decomposition of the gradient of the error.
This approach was developed in [4], where the heat equation was solved with the aid
of the combination of the Crouzeix-Raviart nonconforming finite elements in space
and the backward Euler scheme in time.


Since the time error estimation is almost the same as in [4], we focus on the
spatial error estimation.


Definition 2. Let {un}1≤n≤N̄ be the semi-discrete solution and {un
h}1≤n≤N̄ be the


discrete solution of (1). Then we set


{en}1≤n≤N̄ = {un − un
h}1≤n≤N̄ .


We will need an interpolation operator that maps H1(Ω, T̃h,n) into Sn
hp ∩H1


0 (Ω).
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3.3 Oswald interpolation operator


Let N 0
h,n be the set of all Lagrangian vertices of the elements of T̃h,n. According


to, e.g., [3], we define the Oswald interpolation operator I0
Os : S


n
hp → Sn


hp∩H1
0 (Ω) by


I0
Os(vh)(ν) =


1


card(ων)


∑
K∈ων


vh|K(ν), ν ∈ N 0
h,n\NB


h,n


= 0, ν ∈ NB
h,n


where ων = {K ∈ T̃h,n; ν ∈ K}, NB
h,n = {ν ∈ N 0


h,n; ν ∈ ∂Ω}. Moreover, we define


the interpolation operator I0h,n : H1(Ω, T̃h,n) → Sn
hp ∩H1


0 (Ω) by


I0h,n(v) = I0
Os(Πhp(v)) ∀ v ∈ H1(Ω, T̃h,n),


where Πhp denotes the L2-projection of v on the space Sn
hp.


In order to overcome difficulties with the nonconformity of Sn
hp, the Helmholtz


decomposition of the gradient of the error is carried out as follows (see, e.g., [5]):


∇he
n = ∇φn + curlχn, (5)


where φn ∈ H1
0 (Ω) = {v ∈ H1(Ω); v = 0 on ∂Ω} is the solution of the problem


∫


Ω


∇φn · ∇v dx =


∫


Ω


∇he
n · ∇v dx ∀v ∈ H1


0 (Ω),


χn ∈ H(curl,Ω) = {v ∈ (L2(Ω))k; curl v ∈ (L2(Ω))d} (k = 1 for d = 2 and k = 3
for d = 3). Moreover, the following holds: ‖∇he


n‖2Ω = ‖∇φn‖2Ω + ‖curlχn‖2Ω. The
orthogonality of the splitting is crucial because it suffices to estimate each part of
the error independently. A proof of the above assertions can be found in [5].


Furthermore, we recall some fundamental properties presented in [6].


Lemma 1. Let vh ∈ Sn
hp ∩ H1


0 (Ω), φ ∈ H1
0 (Ω) and χ ∈ (H1(Ω))k (k = 1 for d = 2


and k = 3 for d = 3) be arbitrary. The error en satisfies


∑


K∈T̃h,n


∫


K


∇en · ∇vh dx =


∫


Ω


en−1 − en


τn
vh dx+ θ


∑


Γ∈FI
h,n


∫


Γ


〈∇vh · n〉[un
h] dS, (6)


∑


K∈T̃h,n


∫


K


∇en · ∇φ dx =


∫


Ω


(fn − un − un−1


τn
)φ dx−


∑


K∈T̃h,n


∫


∂K


∇un
h · nφ dS


+
∑


K∈T̃h,n


∫


K


∆un
hφ dx, (7)


∑


K∈T̃h,n


∫


K


∇encurlχdx = −
∑


K∈T̃h,n


∫


∂K


un
hcurlχ · n dS. (8)


161







Definition 3. Let n ≥ 1. We define the local spatial error indicator by


ηnK = hK


∥∥∥∥fn +∆un
h −


un
h − un−1


h


τn


∥∥∥∥
K


+ h
1/2
K ‖∇un


h · n‖∂K + ‖un
h‖H1/2(∂K)


+
∑


Γ∈Fh,n∩FK


(
h
−1/2
Γ ‖[un


h]‖Γ + h
1/2
Γ ‖[un


h]‖Γ
)
,


where FK denotes the set of all edges or faces of a triangle or of a tetrahedron K,
respectively, and ||·||K stands for the L2(K)-norm. The global spatial error estimator
is defined by ηn = (


∑
K∈T̃h,n(η


n
K)


2)1/2.


Now, we state the main result, an upper bound on the error.


Theorem 1. Let {un}1≤n≤N̄ be the semi-discrete solution and {un
h}1≤n≤N̄ be the


discrete solution of (1). Let 1 ≤ N ≤ N̄ . Then the error en satisfies


∑


K∈T̃h,N


‖eN‖2K +
N∑


n=1


τn
∑


K∈T̃h,n


‖∇en‖2K ≤
∑


K∈T̃h,1


‖e0‖2K +
N∑


n=1


C(ηn)2(1 + max{h2
n, τn}),


where a constant C is independent of the mesh parameter and the time step.


Sketch of the proof: According to (5), we can write


τn
∑


K∈T̃h,n


‖∇en‖2K = τn
∑


K∈T̃h,n


∫


K


∇en · ∇φn dx


+ τn
∑


K∈T̃h,n


∫


K


∇encurlχn dx.


(9)


Denoting ψ1 and ψ2 the two terms on the right-hand side of (9), setting φ = φn


in (7), χ = χn in (8) and multiplying both inequalities by τn yield


ψ1 = τn


∫


Ω


(fn − un − un−1


τn
)φn dx− τn


∑


K∈T̃h,n


∫


∂K


∇un
h · nφn dS


+ τn
∑


K∈T̃h,n


∫


K


∆un
hφ


n dx,


ψ2 = −τn
∑


K∈T̃h,n


∫


∂K


un
hcurlχ


n · n dS.


Now, we modify the expression ψ1. Adding τn multiple of (6) with vh = I0h,nφ
n


to ψ1 and expressing term −τn
∑


K∈T̃h,n
∫
K
∇en ·∇I0h,nφ


n dx according to identity (7),


we obtain
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ψ1 = τn
∑


K∈T̃h,n


∫


K


(fn +∆un
h −


un − un−1


τn
)(φn − I0h,nφ


n) dx (10)


−τn


∫


Ω


en−1 − en


τn
I0h,nφ


n dx− τn
∑


K∈T̃h,n


∫


∂K


∇un
h · n(φn − I0h,nφ


n) dS


+τnθ
∑


Γ∈FI
h,n


∫


Γ


〈∇I0h,nφ
n · n〉[un


h] dS.


By adding and subtracting suitable terms in (10), estimating all terms in ψ1


and ψ2 using approximation properties of I0h,n, trace inequalities, inverse inequality,
and well known inequalities such as Hölder’s, Young’s, etc., we finally come to the
assertion of Theorem 1.


4 Conclusion


We derived the error upper bound for the heat conduction equation discretized
by the high order discontinuous Galerkin finite element method in space and the
backward Euler scheme in time. Analogously to [4], the Helmholtz decomposition
was used to overcome difficulties arising due to the nonconformity of the DGFEM.
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A COMPARISON OF SOME A POSTERIORI ERROR ESTIMATES
FOR FOURTH ORDER PROBLEMS∗


Karel Segeth


Abstract


A lot of papers and books analyze analytical a posteriori error estimates from
the point of view of robustness, guaranteed upper bounds, global efficiency, etc. At
the same time, adaptive finite element methods have acquired the principal position
among algorithms for solving differential problems in many physical and technical
applications. In this survey contribution, we present and compare, from the viewpoint
of adaptive computation, several recently published error estimation procedures for
the numerical solution of biharmonic and some further fourth order problems including
computational error estimates.


1 Introduction


In the hp-adaptive finite element method, there are two possibilities to assess the
error of the computed solution a posteriori: to construct an analytical error estimate
or to obtain, by the same procedure as the approximate solution, a computational
error estimate. In the latter case, a reference solution is computed in a systematically
refined mesh and, at the same time, with polynomial degree of all elements increased
by 1 (see, e.g., [4], [9]).


In the paper, we are concerned with several formulations of the biharmonic prob-
lem and a general 4th order elliptic problem on a 2D domain. We present analytical
a posteriori error estimates of different nature found in literature for these problems.
We are primarily concerned with the computability of the right-hand parts of the
estimates. In conclusion, we assess the advantages and drawbacks of the analytical
as well as computational estimates in general.


We use common notation based primarily on the book [3]. For the lack of space,
we sometimes only refer to the notation introduced in the papers quoted. The com-
plete hypotheses of the theorems presented should be also looked for there. A more
detailed version of the paper should appear elsewhere.


2 Dirichlet and second problems for biharmonic equation


2.1 Dirichlet problem


Let Ω ⊂ R2 have a polygonal boundary Γ . We consider the two dimensional
biharmonic problem


∗This research was supported by the Grant Agency of the Academy of Sciences of the Czech
Republic under Grant IAA100190803 and by the Academy of Sciences of the Czech Republic under
Research Plan AV0Z10190503 of the Institute of Mathematics.
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∆2u = f in Ω, (2.1)


u =
∂u


∂n
= 0 on Γ (2.2)


with f ∈ L2(Ω) that models, e.g., the vertical displacement of the mid-surface of
a clamped plate subject to bending.


We use the standard formulation of the weak solution u ∈ X = H2
0 (Ω) and


approximate solution uh ∈ Xh written in the form ⟨F (u), v⟩ = 0 and ⟨Fh(uh), vh⟩ = 0.
Denote by k, k ≥ 1, the maximum degree of polynomials in Xh. Further, put
fh =


∑
T∈Th πl,Tf , where T is a triangle of the triangulation Th, Eh is the set of all


its edges, Pl, l ≥ 0 fixed, is the space of polynomials of degree at most l and πl,S,
S ∈ Th ∪ Eh, is the L2 projection of L1(S) onto Pl|S.


Put εT = ∥f−fh∥0;T . Let hT be the diameter of the triangle T and hE the length
of the edge E, E(T ) the set of all edges of the triangle T , and Eh,Ω the set of all inner
edges of Th. Denote by nE the normal to the edge E and by [q]E the jump of the
function q over the edge E. Defining the local residual a posteriori error estimator


ηV,T =


(
h4
T∥∆2uh− fh∥20;T +


∑
E∈E(T )∩Eh,Ω


(hE∥[∆uh]E∥20;E +h3
E∥[nE ·∇∆uh]E∥20;E)


)1/2


for all T ∈ Th, we have the following theorem [11].


Theorem 2.1 Let u ∈ X be the unique weak solution of the problem (2.1), (2.2) and
let uh ∈ Xh be an approximate solution of the corresponding discrete problem. Then
we have the a posteriori estimates


∥u−uh∥2 ≤ c1


(∑
T∈Th


η2V,T


)1/2


+c2


(∑
T∈Th


h4
T ε


2
T


)1/2


+c3∥F (uh)−Fh(uh)∥+c4∥Fh(uh)∥


and


ηV,T ≤ c5∥u− uh∥2;ωT
+ c6


( ∑
T ′⊂ωT


h4
T ′ε2T ′


)1/2


for all T ∈ Th. The quantities c1, . . . , c6 depend only on hT/ρT , and the integers k
and l. Here ωT is the set of all neighbors of the triangle T and ρT the diameter of
the circle inscribed to T .


The proof is given in [11].
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2.2 Dirichlet problem in mixed formulation


Let Ω ⊂ R2 be a convex polygon with boundary Γ . Again, we consider the
biharmonic problem (2.1), (2.2) with f ∈ H−1(Ω). The problem is concerned in
practice with both linear plate analysis and incompressible flow simulation.


We employ the Ciarlet-Raviart weak formulation of the problem (2.1) and (2.2)
for the solution {w = ∆u, u} and the corresponding conforming second order approx-
imate solution {wh, uh}. Let us put fh = Πhf where Πh denotes the L2 orthogonal
projection on the set of piecewise constant functions on triangles.


The local residuals PT , RT , PE, and RE are defined in [2]. Denoting the area of
the triangle T by |T |, we introduce the local residual a posteriori error estimators


η2C,T = |T |∥PT (uh)∥20;T + 1
2


∑
E∈E(T )


hE∥PE(uh)∥20;E


and η̃C,T computed from RT and RE. We put eh(u) = u− uh and eh(w) = w − wh.
Then the following theorem holds [2].


Theorem 2.2 Let {w, u} be the unique mixed weak solution of the problem (2.1)
and (2.2), and let {wh, uh} be an approximate solution of the corresponding discrete
problem. For T ∈ Th we then have the a posteriori estimates


∥eh(u)∥1 + h∥eh(w)∥0 ≤ C1


(∑
T∈Th


η2C,T


)1/2


+ h2


(∑
T∈Th


η̃2C,T


)1/2
 ,


ηC,T + h2η̃C,T ≤ C2


(
|eh(u)|1;ωT


+ hT∥eh(w)∥0;ωT
+ h3


T


∑
T ′⊂ωT


εT ′


)


with some positive constants C1 and C2 independent of h.


The proof is given in [2].


2.3 Second problem in mixed formulation


Let Ω ⊂ R2 be a convex polygon with boundary Γ . We consider the two dimen-
sional second biharmonic problem for the equation (2.1) with the boundary condition


u = ∆u = 0 on Γ (2.3)


with f ∈ L2(Ω) that models the deformation of a simply supported thin elastic plate.


Again, we employ the Ciarlet-Raviart weak formulation of the problem (2.1)
and (2.3). We introduce the quantities ε1, ε2, the gradient recovery operatorGvh, and
the gradient recovery a posteriori error estimator ηL like in [6]. Then the following
theorem holds.
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Theorem 2.3 Let {w, u} be the unique weak solution of the problem (2.1) and (2.3),
and let {wh, uh} be an approximate solution of the corresponding discrete problem.
Then we have the a posteriori estimates


cη2L − C2ε
2
2 ≤ |w − wh|21 + |u− uh|21 ≤ Cη2L + C1ε


2
1


with some positive constants c, C, C1, and C2 independent of h.


The proof is given in [6].


2.4 Kirchhoff plate bending problem


We consider the bending problem of an isotropic linearly elastic plate. We employ
the Kirchhoff plate bending model for the deflection u ∈ H2


0 of the plate in the weak
formulation [1]. The nonconforming finite element approximation of the problem is
done in the discrete Morley spaceWh of second degree piecewise polynomial functions
on Th [1].


Let us introduce the norm |||w|||h in Wh∪H2 and define the local a posteriori error
estimator ηM,T like in [1]. Then the following theorem holds.


Theorem 2.4 Let u ∈ H2
0 be the unique weak solution of the Kirchhoff plate bending


problem and let uh ∈ Wh be an approximate solution of the corresponding discrete
problem. Then we have the a posteriori estimates


|||u− uh|||h ≤ C


(∑
T∈Th


η2M,T +
∑
T∈Th


h4
T ε


2
T


)1/2


and ηM,T ≤ |||u− uh|||h;T + h2
T εT


with some positive constant C independent of h and for all T ∈ Th.


The proof is given in [1].


3 Dirichlet problem for fourth order elliptic equation


3.1. Let D2u denote the Hessian matrix of a function u : Ω → R, u ∈ H2(Ω).
Let the matrix-valued function Λ = [λik], Λ : Ω × Rn×n → Rn×n be measurable
and bounded with respect to the variable x ∈ Ω and of class C2 with respect to the
matrix variable Θ ∈ Rn×n.


Let Ω ⊂ Rn have a piecewise C1 boundary. We consider the fourth order problem


div2Λ(x,D2u) = f in Ω (3.1)


with the boundary condition (2.2) and f ∈ L2(Ω).
We assume that Λ′ is positive definite with constants 0 < m ≤ M . We introduce


the weak solution u ∈ H2
0 (Ω) in the usual way.


Let ū be an arbitrary function from H2
0 (Ω) considered as an approximation of the


solution u. We measure the error of ū by the functional E(ū) depending on Λ, D2,
and f [5].
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For an arbitrary matrix-valued function Ψ ∈ H(div2, Ω) ∩ L∞(Ω,Rn×n) and
an arbitrary scalar-valued function w ∈ H2


0 (Ω), define the global a posteriori error
estimator ηK(Ψ,w, ū) depending onm,M , the constant from the Friedrichs inequality
for D2 on H2


0 (Ω), and the Lipschitz continuity constant of Λ′ [5]. Then the following
theorem holds.


Theorem 3.1 Let u ∈ H2
0 (Ω) be the unique weak solution of the problem (3.1), (2.2)


and ū ∈ W 2,∞(Ω) an arbitrary function. Then


E(ū) ≤ ηK(Ψ,w, ū) (3.2)


for any Ψ ∈ H(div2, Ω) ∩ L∞(Ω,Rn×n) and w ∈ H2
0 (Ω).


The proof of the theorem is based on a more general statement proven in [5]. An
analogous result is obtained there for a similar error estimator easier to compute.
There is an interesting question of optimizing the inequality (3.2) with respect to Ψ
and w. Moreover, it is proven in [5] that the estimator ηK is sharp.


3.2. Let Ω ∈ Rn be a bounded connected domain and Γ its Lipschitz continuous
boundary. We consider the 4th order elliptic problem for a scalar-valued function u,


div Div(γ∇∇u) = f in Ω, (3.3)


with the boundary condition (2.2) and f ∈ L2(Ω), γ = [γijkl]
n
i,j,k,l=1 and γijkl =


γjikl = γklij ∈ L∞(Ω).


We define the energy norm |||Φ||| in L2(Ω,Rn×n) and the global a posteriori error
estimator ηR(β, Φ, ū) like in [8], where β is an arbitrary positive real number and Φ
an arbitrary smooth matrix-valued function. The estimator depends on the con-
stant from the Friedrichs inequality for ∇∇ on H2


0 (Ω). We then have the following
theorem [8].


Theorem 3.2 Let u ∈ H2
0 (Ω) be the weak solution of the problem (3.3), (2.2) and


ū ∈ H2
0 (Ω) an arbitrary function. Then


|||∇∇(ū− u)|||2 ≤ ηR(β, Φ, ū) (3.4)


for any positive number β and any matrix-valued function Φ ∈ H(div Div, Ω).


The proof of the theorem is based on a more general statement proven in [8].
There is an interesting question of optimizing the inequality (3.4) with respect to β
and Φ. To avoid possible smoothness difficulties we can introduce a further global
error estimator and prove the same statement as in Theorem 3.2 [8].
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4 Conclusion


In the paper, we have presented several analytical a posteriori error estimators
that appear in inequalities, usually with some unknown constants on the right-hand
part. The quantitative properties of the estimators cannot be easily assessed and
compared analytically. Only numerical experiment can be the means for this purpose.
There are, however, global analytical error estimates for some classes of problems
(see, e.g., [5], [7], [8]) that require as few unknown constants as possible. Some
papers provide for the estimation of these constants. Analytical estimates are usually
efficient in practice if they are asymptotically exact. The a posteriori estimates with
unknown constants, however, are not optimal for the practical computation.


Exceptionally, there are analytical estimates containing really no unknown con-
stants (see, e.g., [10] for a 2D linear 2nd order elliptic problem).


The paper is closely connected with the automatic hp-adaptivity that gives many h
as well as p possibilities for the next step of the solution process. A single number
provided by the local analytical a posteriori error estimator for each mesh element
need not be enough information for the decision. This is the reason for using the
computational error estimate (reference solution). The computation of the reference
solution is rather time-consuming but it is obtained by the same software that is
used to compute the approximate solution. We use reference solutions as robust
error estimators with no unknown constants to control the adaptive strategies in the
most complex finite element computations.


References


[1] Beirão da Veiga, L., Niiranen, J., and Stenberg, R.: A posteriori error estimates
for the Morley plate bending element. Numer. Math. 106 (2007), 165–179.


[2] Charbonneau, A., Dossou, K., and Pierre, R.: A residual-based a posteriori error
estimator for the Ciarlet-Raviart formulation of the first biharmonic problem.
Numer. Methods Partial Differential Equations 13 (1997), 93–111.


[3] Ciarlet, P.G.: The finite element method for elliptic problems. North Holland,
Amsterdam, 1978.


[4] Demkowicz, L.: Computing with hp-adaptive finite elements, vol. 1, 2. Chapman
& Hall/CRC, Boca Raton, FL, 2007, 2008.
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NUMERICAL MODELING OF NEUTRON TRANSPORT – FINITE
VOLUME METHOD, RESIDUAL DISTRIBUTION SCHEMES∗


Martina Smitková, Marek Brandner


1 Introduction


Thanks to nuclear renaissance, numerical modeling of reactor physics has become
an important field of study. This contribution deals with methods for numerical
solving of the neutron transport equation. For its angular discretization we use
the PN approximation, then we discuss two approaches to the spatial discretization
– the Finite Volume Method and the Residual Distribution Schemes. Finally we
present numerical results.


2 The neutron transport equation


Time-dependent transport of all neutral particles can be described by the one
energy group Boltzmann transport equation [1]


1


v


∂


∂t
ψ(x,Ω, t) +Ω · ∇ψ(x,Ω, t) + Σtψ(x,Ω, t) =


=
Σs


4π


∫
4π


ψ(x,Ω′, t)dΩ′ +Q(x,Ω, t), (1)


where ψ(x,Ω, t) is the unknown function angular flux, x is the position, Ω is the
particle direction, t is time, Σs is the isotropic scattering cross section, Σt is the
total cross section (Σt = Σs +Σa, where Σa is the absorption cross section), v is the
neutron speed, which we set to v = 1 for convenience, and Q is the independent or
external source (Q = 0 in the sequel).


This formulation is basis for a time-dependent problem. We can either seek
for a time-dependent solution, or in some cases the basic goal is to find a steady
(stationary) solution and the time-dependent solution has just the role of an iterative
process.


The sought function is a function of spatial variables, angular variables and time
(function of 6 variables). We distinguish discretization of direction (for example:
PN , SN approximation), space and time.


∗This work was supported by the specific research project of UWB and MSM 4977751301.
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3 The PN approximation


This approximation is based on expanding the angular flux ψ(Ω) as a linear com-
bination of the spherical harmonics as ψ(x,Ω, t) =


∑∞
l=0


∑l
m=−l ψ


m
l (x, t)Y


m
l (Ω) [1].


This expansion is exact, but in order to make practical use of it, the series must be
truncated. The PN approximation is based on the assumption that all ψm


l = 0 for
l > N . Then we solve a system of partial differential equations for the moments ψm


l .
The PN equations can be written in the matrix form, in two dimensions as


qt +Axqx +Ayqy = Sq (2)


and in one dimension as
qt +Aqx = Sq, (3)


where q is vector of the unknown moments ψl and ψ
m
l respectively. MatricesA,Ax,Ay


(for their particular form see [1]) are diagonalizable, thus we are dealing with non-
homogeneous linear hyperbolic systems of partial differential equations.


The basic goal is to construct an efficient solver applicable to both stationary
and time-dependent problems with arbitrary geometry.


4 Spatial discretization


Up-to-date numerical methods for solving hyperbolic partial differential equations
are various types of the finite volume method (FVM) – such as upwind methods,
central methods, based on many approximate Riemann solvers (Roe, HLL, HLLE...)
and different reconstruction methods (TVD, ENO, WENO), several limiter functions
etc. Next we have novel methods such as Residual Distribution Schemes (RDS),
Streamline Upwind Petrov–Galerkin method (SUPG) or Discontinuous Galerkin Fi-
nite Element Method (DGFEM).


We will discuss the Finite Volume Method and the Residual Distribution Schemes.


4.1 Finite volume method


We focus on analysing one-dimensional problems. Multidimensional problems
will be treated simply as multiple, independent, one-dimensional problems. But this
approach can cause problems and it means an important drawback of this method.


We begin by dividing the x axis into cells Ci = ⟨xi−1/2, xi+1/2⟩ (see Fig. 1) with
uniform widths ∆x = xi+1/2 − xi−1/2 and edges at xi+1/2. We introduce space-
averaged data in cell i at time t as


qi(t) =
1


∆x


∫ xi+1/2


xi−1/2


q(x, t)dx. (4)


The following equation is a consequence of the more general integral form of (3):


∂qi


∂t
+


Fi+1/2 − Fi−1/2


∆x
= Sqi. (5)
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i - 1 i i + 1xi-1/2 xi+1/2


qi-1


qi


qi+1


Fi-1/2 Fi+1/2


Fig. 1: Notation of cells, cell averages and fluxes on interfaces in FVM.


Here Fi±1/2 denote the numerical fluxes at the cell boundaries, which we express
using the Roe-type Riemann solver (the exact solution of the Riemann problem for
the related linear homogeneous problem) as


Fi+1/2 =
1


2
A(ql + qr)−


1


2
|A|(qr − ql), (6)


where |A| =
∑


k rk|λk|lk (λk are the eigenvalues of the matrix A from Eq. (3),
rk and lk the right and left eigenvectors) and ql, qr is obtained using the values
of Qi “to the left” and “to the right” of the cell i (Qi ≈ qi).


If we at the interface i+1/2 naturally set ql = Qi a qr = Qi+1, we get a method
that is first order accurate in space. To get a higher-order method we reconstruct
the approximate solution using linear interpolation within a cell to have a better
estimate of the solution at the cell boundary. We seek to prevent the introduction
of artificial oscillations into the solution, hence a nonlinear method must be used to
calculate the slope within a cell to achieve better than first order accuracy. This is
a statement of Godunov’s Theorem. For example, the Van Leer’s method and the
minmod method can be used [3].


As we already mentioned, the multidimensional finite volume method is based on
multiple one-dimensional problems, which brings some drawbacks, such as significant
numerical diffusion, inability to tackle the real multidimensionality (no physical rea-
soning), wide stencil of the higher order schemes, rectangular mesh – disadvantage
for problems with arbitrary geometry.


For the time integration we can use both the explicit and implicit Euler method,
in this contribution just the explicit method was used. Another option are the TVD
Runge–Kutta methods (suitable for computing the time-dependent solutions).


4.2 Residual distribution schemes


The residual distribution schemes have been developed on ideas borrowed from
both the finite volume and finite element approaches and have become an attrac-
tive alternative to either one. The compact discretization stencil allows for the
development of efficient implicit iterative solution strategies and for an easy paral-
lelisation [2].
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4.2.1 One–dimensional case


Consider scalar conservation law with source term qt + [f(q)]x = s(q, x, t).
The solution is approximated by a continuous piecewise linear function q(x, t) ≈∑


i qi(t)Ni(x), where qi(t) is the value of q at node i, and Ni the linear shape function
equal to unity at xi and equal to zero outside the interval ⟨xi−1, xi+1⟩ (see Fig. 2).


xi xi+1


qi-1


qi


xi-1
hi-1/2 hi+1/2


qi+1


Fig. 2: Data representation for RDS, using P1 elements.


We define the cell residual as


ϕi+ 1
2 =


∫ xi+1


xi


(fx − s)dx = fi+1 − fi −
si + si+1


2
hi+ 1


2
. (7)


The nodal equation for node i is then formed by distributing the cell residual
to the two nodes of the cell. Gathering the contributions of the two elements at


node i we obtain for the steady state equation β
i− 1


2
i ϕi− 1


2 + β
i+ 1


2
i ϕi+ 1


2 = 0 where
the distribution coefficients β sum to one for a given cell (conservativity condition),


β
i+ 1


2
i +β


i+ 1
2


i+1 = 1. The coefficients β can be specified so as to satisfy certain properties
of monotonicity and accuracy in the solution, while maintaining the compact stencil.


We formally define the distributed residuals as ϕ
i− 1


2
i = β


i− 1
2


i ϕi− 1
2 .


Time discretization For the higher order time-accurate time-dependent solution
it is mandatory to use the consistent time discretization (for details see [2]). For the
steady solution it is common to use the inconsistent time discretization (here using
the explicit Euler method)


qn+1
i = qni − ∆t


hi


(
β
i− 1


2
i ϕi− 1


2 + β
i+ 1


2
i ϕi+ 1


2


)
, (8)


where hi =
1
2
(hi− 1


2
+hi+ 1


2
) is the volume of the median dual cell surrounding node i.


4.2.2 Two–dimensional case for systems


Consider the system of conservation laws qt+∇·F = 0 to be solved on an arbitrary
triangulation of the domain. The solution is approximated by a continuous function,
varying linearly over each triangle, q(x, y, t) ≈


∑
i qi(t)Ni(x, y). The residual in


triangle T is defined as


ΦT = −
∫∫


T


qtdx =


∮
∂T


F · d⃗next. (9)
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The Residual Distribution method consists of distributing fractions of this residual
to the surrounding nodes. Starting from the inconsistent formulation and an Euler
explicit time integration, we obtain the following update scheme


qn+1
i = qn


i −
∆t


Si


∑
T


βT
i Φ


T = qn
i −


∆t


Si


∑
T


ΦT
i , (10)


where Si is the area of the median dual cell around node i, i. e. 1/3 of the area of
all triangles meeting at node i (see Fig. 3). The residual ΦT is now a vector, while
the βT


i have become distribution matrices.


Li


T4


Li


T3


Li


T2
Li


T1


Li


T5


i


Si


Fig. 3: Node i and median dual cell Si, with surrounding cells and updates ΦT
i .


5 Results and conclusion


For clarity and brevity and regarding to the extent of this text, we used qt +
0.5qx + 0.5qy = −0.1q (a “special case” of (2)) as a simple test equation with initial
condition a unit pulse in the center of the square domain. For the PN system the
results would be analogous.


The test domain consists of 49× 49 cells, ∆x = ∆y = 0.32 (FVM), for the RDS
we used the Delaunay triangulation for the centres of the cells. The time interval is
T = 8 and the time step ∆t = 0.25.


From the Residual Distribution Schemes we chose the N (Narrow) scheme with


ϕT,N
i = − k+i∑


j k
+
j


∑
j k


−
j (u


n
i − unj ) (monotone linear first order) and the LDA (Low


Diffusion A) scheme with βLDA
i =


k+i∑
j k


+
j


(linear second order). The scalars ki, termed


the inflow parameters, defined as ki =
1
2
λ⃗·n⃗i, allows to distinguish between inflow and


outflow faces, and upstream and downstream nodes of the triangle. The vectors n⃗i


are defined as the interior normals to the triangle, scaled by their respective lengths,
λ⃗ is the vector of advection coefficients (see [2] for details).


At the figures 4 and 5 we can see results of the first-order Finite Volume Method
and of the N scheme and LDA scheme. According to their theoretical properties, the
LDA scheme gives most accurate results, however not keeping the solution positive.
The positivity requirement is satisfied by the N scheme.
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For the future work we want to focus on blending these two schemes together
to gain better accuracy in smooth regions while maintaining positivity in transient
areas. Another objective is to see the PDE as a whole, define a space-time residual
and introduce the space-time Residual Distribution Schemes.
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Fig. 4: Result of the Finite Volume Method.
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Fig. 5: Result of the N (left) and LDA (right) scheme (RDS).
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ON A DYNAMICS IN RATIONAL POLYGONAL BILLIARDS∗


Martin Soukenka


1 Introduction


A polygonal billiard table is a planar simply connected compact polygon P .
The billiard flow {Tt}t∈R, in P is generated by the free motion of a mass-point
subject to the elastic reflection in the boundary. This means that the point moves
along a straight line in P with a constant speed until it hits the boundary. At
a smooth boundary point the billiard ball reflects according to the well known law
of geometrical optics: the angle of incidence equals to the angle of reflection. If the
billiard ball hits a corner, (a non-smooth boundary point), its further motion is not
defined. Additionally to a corner, the billiard trajectory is not defined for a direction
tangent to a side. By D we denote the group generated by the reflections in the lines
through the origin, parallel to the sides of the polygon P . It is known that the
group D is finite, when all the angles of P are of the form πmi/ni with distinct
coprime integers mi, ni. In this case D = DN the dihedral group is generated by the
reflections in lines through the origin that meet at angles π/N , where N is the least
common multiple of ni’s and a trajectory changes its direction by 2N directions of
the group DN . In this case the polygon is called rational.


1


2


3


4


Fig. 1: Elements of the group D4 - directions of trajectory.


∗This work was supported by grant SGS 10-800020 of the Czech Technical University in Prague
and research project of the Institute of Thermomechanics No AV0Z20760514.
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Fig. 2: Unfolding of trajectory of (x, ϕ) with symbolic itinerary 1, 2, 1, 4, 2, . . .


Example 1. Consider a polygon from Figure 1 with angles (counterclockwise)
π/2, π/4, 3π/4, π/2, hence N = 4, so the group contains eight directions (see seven
of them in Figure 1).


The aim of this text is to illustrate to non-experts some open problems in ratio-
nal billiards and to point out that even in theoretical problems usage of numerical
experiments can be at the beginning of the exact theoretical solution. We note that
there are many open problems in rational billiards, most of which are studied by
both nuclear and theoretical physicists and mathematicians [2], [1]. Let us first give
some notations and basic facts.


For a simply connected polygon P with k sides consider counterclockwise ori-
entation of its boundary ∂P and denote by [pi, pi+1] a closed arc with outgoing
endpoint pi and incoming endpoint pi+1 where pi is i-th corner of P . Let us denote
by 1 := [p1, p2], 2 := [p2, p3], . . . , k := [pk, p1] the sides of P (Figure 1). Consider
a pair (x, ϕ), where x ∈ ∂P (so called a foot point) and ϕ is a direction. By
a symbolic itinerary a0, a1, a2, . . . of (x, ϕ) we mean the sequence of visited numbers
ai ∈ {1, 2, . . . , k} of sides of ∂P by trajectory Ttx. There is a simple way how to
visualize a trajectory of a given (x, ϕ), see Figure 2 - draw the straight line starting
at x ∈ ∂P under the angle ϕ from the side ∂P 3 x and reflect in successive steps the
polygon by the sides crossing the line. This is called unfolding of a trajectory in P .


2 Dynamics in hammer polygons


In the rest of this text we consider very special shaped polygon P from Figure 1
and Example 1 - a hammer polygon (shortly h-polygon). Let us now present two
open problems in h-polygons. In what follows by fn of a map f we mean f(fn−1).
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2.1 Is dynamics in h-polygons Li-York chaotic?


Let us start with the famous problem in polygonal billiards - an existence of so
called Li-York chaos.


Definition 1. Let X be a compact metric space with metric % and f : X → X
continuous map. A pair (x, y) of points x, y ∈ X, x 6= y is called Li-York pair, if


lim inf
n→∞


%(fnx, fny) = 0 and lim sup
n→∞


%(fnx, fny) > 0.


If there is a Li-York pair, then the dynamical system (X, f) is called Li-York chaotic.


It can be shown that an existence of Li-York pair in billiard dynamics can be
formulated as follows: let P be a fixed h-polygon and u := (x, ϕ), x ∈ ∂P , resp.
v := (y, ψ), y ∈ ∂P , u 6= v both generate infinite symbolic itineraries a0, a1, a2, . . .,
resp. b0, b1, b2, . . . in P . Then (u, v) is Li-York pair, if lengths of blocks of the same
numbers ai, bi are (non-monotonically) increasing to infinity as i → ∞, see Figure 3.


1


2


3


4


x y


1,2,1,4 1 4,2,1,3, ,1,4,2,
1,3,4,1 2 4,2,1,2, ,3,4,1,


,... , , .. ...............................................


,...., , .. ...............................................


block block block


(x,  ):
(y,  ):


Fig. 3: Blocks of the same numbers ai, bi of lengths 3, 1, . . .


Problem 1. Is billiard dynamical system in h-polygon Li-York chaotic?


For h-polygon P of a fixed size we have been trying to find a Li-York pair
in P . Numerical results of a number of the blocks of various lengths (denoting
by Lblock) bigger than 5 for some (u, v) in 109 iterations (thus in sequences {ai}, {bi}
for i = 0, 1, . . . , 109) are listed below. Notice the extremely nonuniform frequencies
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Lblock > 5 frequency in 109 iter
186 1
360 1152
361 480
363 2040
364 1008
365 1056
366 1824
367 3704
368 12828
369 1966
370 4580
371 23954
373 43441
375 10066


Lblock > 5 frequency in 109 iter
376 14180
377 27073
378 20446
379 5636
380 2416
382 3580
383 12364
385 5798
386 136
388 1152
389 652
393 176
395 68


Tab. 1: A number of the blocks of lengths bigger than 5 of the same numbers ai, bi in
sequences {ai}, {bi} for i = 0, 1, . . . , 109.


of lengths: there is no block of length bigger than 5 and less than 360 except one ex-
ception - value 186 occurs due to “initial conditions” - it represents first 186 iterates
at all. What are the next values after 395 as increasing a number of iterates nobody
knows.


Theoretical explanation of these mysterious behavior is a subject of our further
(theoretical) research. However, detailed analysis, which goes out of the purpose of
this text, allow us to postulate the following conjecture.


Conjecture 1. Billiard dynamical system in h-polygon is Li-York chaotic.


2.2 What is the maximal length of the same itinerary in quasisimilar
h-polygons?


As it is a frequent situation in physics and mathematics, one can ask how the
outcome (for instance, a solution of ODE’s or PDE’s) changes if the income (the
right hand side of a given ODE’s or PDE’s) changes by a some (small) perturbation.
According to this we shall consider so called quasisimilar h−polygons and ask how
the dynamics can change in these polygons. Let us first give some notations.


Let P be h-polygon. For a point x ∈ k ⊂ ∂P and direction ϕ we say that
a pair (x, ϕ) is minimal for P if the first 7 reflections of the trajectory of (x, ϕ)
generate 4 different directions of the group on side k (for instance, the pair “(•,↗)”
in Figure 1 is minimal while that of (x, ϕ) in Figure 2 with ϕ = π/2− ε is not).
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Fig. 4: Quasisimilar h-polygons P , Pδ for perturbation δ > 0.
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Fig. 5: Unfoldings of trajectories of u = (x, ϕ), v = (y, ψ) with Lu(δ, v) = 4.


We consider quasisimilar to P polygon as in Figure 4 for perturbation δ > 0,
that is a polygon Pδ with the same angles as P including ordering but with different
sizes of the sides.


For a symbolic itinerary a0, a1, a2, . . . of u := (x, ϕ) in h-polygon P and a symbolic
itinerary b0, b1, b2, . . . of v := (y, ψ) in Pδ for some δ > 0 we denote by


Lu(δ, v) := max
i


{i+ 1 ; aj − bj = 0, j = 0, 1, . . . i}


Example 2. Consider pair u := (x, ϕ) in P , resp. v := (y, ψ) in Pδ as in Figure 5.
The itineraries are


{an}∞n=0 : 1, 2, 1, 4, 2, . . .


{bn}∞n=0 : 1, 2, 1, 4, 3, . . .


Then Lu(δ, v) = max{1, 2, 3, 4} = 4.


Problem 2. Consider a point x ∈ ∂P as a corner of P and take ϕ such that
u = (x, ϕ) is fixed minimal pair in P generating an infinite symbolic itinerary
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SI : a0, a1, a2, . . . in P . Let δ > 0. Consider y ∈ ∂Pδ as a corresponding fixed
corner to that of x (that is, corners x, y have the same counterclockwise num-
ber, see Figure 5) and a symbolic itinerary of (y, ψ) in Pδ. What is the value of
Lmax(δ) := maxψ Lu(δ, ψ)?


The answer to Problem 2 is far from trivial. However, detailed theoretical (geo-
metrical) analysis allows us to count values Lmax(δ) = maxψ Lu(δ, ψ) numerically.
Numerical experiments show, that there are big jumps of Lmax(δ) for a fixed u in P
when varying a value of a perturbation δ. A typical illustration of this jump for
some fixed size of P and u, depending on δ, is listed bellow (compare δ = 0.50 and
δ = 0.51). Theoretical explanation of these empirical results remains open.


Perturbation δ Lmax(δ)
0.47 1260
0.48 1254
0.49 1248
0.50 1242
0.51 255


Perturbation δ Lmax(δ)
0.52 130
0.53 85
0.54 65
0.55 55
0.56 45


Tab. 2: Jumps of values of Lmax(δ) from Problem 2 when varying δ > 0.


3 Remark on numerical computation


As far as computing, all the codes we have used are written in Fortran 90 using
the library for multiple precision computing FMLIB which allows one to set a number
of significant digits. We have set 60 resp. 70 for controlling computation.
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NUMERICAL APPROXIMATION OF FLOW IN A SYMMETRIC
CHANNEL WITH VIBRATING WALLS∗


Petr Sváček, Jaromı́r Horáček


Abstract


In this paper the numerical solution of two dimensional fluid-structure interac-
tion problem is addressed. The fluid motion is modelled by the incompressible un-
steady Navier-Stokes equations. The spatial discretization by stabilized finite element
method is used. The motion of the computational domain is treated with the aid
of Arbitrary Lagrangian Eulerian (ALE) method. The time-space problem is solved
with the aid of multigrid method.


The method is applied onto a problem of interaction of channel flow with moving
walls, which models the air flow in the glottal region of the human vocal tract. The
pressure boundary conditions and the effects of the isotropic and anisotropic mesh
refinement are discussed. The numerical results are presented.


1 Introduction


This paper is concerned with numerical simulation of unsteady viscous incom-
pressible flow in a simplified model of the glottal region of the human vocal tract with
the aid of the finite element method (FEM). The main attention is paid to the efficient
computation of the flow field. For the robust and efficient solver both the advanced
stabilization (as streamline upwind/Petrov Galerkin stabilizations, cf. [6], [7]) and
solution methods (as multigrid and/or domain decomposition, cf. [19], [9], [10], [13])
have to be employed.


FEM is well known as a general discretization method for partial differential
equations. It can handle easily complex geometries and also boundary conditions
employing derivatives. However, straightforward application of FEM procedures of-
ten fails in the case of incompressible Navier-Stokes equations. The reason is that
momentum equations are of advection-diffusion type with dominating advection. The
Galerkin FEM leads to unphysical solutions if the grid is not fine enough in regions of
strong gradients (e.g. boundary layer). In order to obtain physically admissible cor-
rect solutions it is necessary to apply suitable mesh refinement (e.g. anisotropically
refine mesh, cf. [5]) combined with a stabilization technique, cf. [7], [3], [18], [16].


Furthermore, the time and space discretized linearized problem of the arising
large system of linear equations needs to be solved in fast and efficient manner. The


∗This research was supported under the Project OC 09019 “Modelling of voice production based
on biomechanics” within the program COST of the Ministry of Education of the Czech Republic,
under grant No. 201/08/0012 of the Grant Agency of the Czech Republic and the Research Plan
MSM 6840770003 of the Ministry of Education of the Czech Republic.
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application of direct solvers as UMFPACK (cf. [4]) leads to robust method, where
different stabilizations procedures can be easily applied even on anisotropically re-
fined grids. However, the application of direct solver for system of equations with
more than approximately 105 unknowns becomes unfeasible in many cases (depend-
ing on computer CPU and memory).


In that case the application of multigrid (cf. [19]) or domain decomposition meth-
ods is an option, cf. [13]. In this paper a simplified version of multigrid method is
shortly described together with a choice of finite elements and stabilization proce-
dures. Even when the method is simplified, it was found to be efficient and robust
enough.


The developed method is applied to the numerical solution of a channel flow
modelling the glottis region of the human vocal tract including the vibrating vocal
folds. The vibrations of the channel wall are prescribed, see [14]. Further, in or-
der to obtain physically relevant results the pressure drop boundary conditions are
employed, cf. [8].


First the mathematical model consisting of time dependent computational do-
main and incompressible flow model. Further, in Section 3 the time and space
discretization is described and Section 4 describes the application of a simple
multigrid version. Section 5 shows the numerical results.


2 Mathematical model


The model problem consists of flow model, which describes the fluid motion in
the time-dependent computational domain Ωt, i.e. in a channel with moving walls,
see Fig. 1. For the description and the approximation on moving meshes the Ar-
bitrary Lagrangian-Eulerian (ALE) method is employed, cf. [12]. The geometry of
the channel is chosen according [14], where a different distance between the moving
walls, i.e. the gap g(t), was considered. Further, on the outlet part of the channel
a modification of do-nothing boundary condition was applied in order to allow the
vortices flow smoothly out of the computational domain. On the inlet either the
Dirichlet boundary condition for velocity is prescribed or preferably we use the pres-
sure drop formulation, similarly as in cf. [8]. The presented mathematical model
(and also its numerical approximation) is a slight modification of the mathematical
model applied to the numerical simulation of flow induced airfoil vibrations in our
previous works, cf. [18].


2.1 Arbitrary Lagrangian Eulerian method


In order to treat the fluid flow on moving domains, the so-called Arbitrary La-
grangian Eulerian method is used. We assume that A = A(ξ, t) = At(ξ) is an
ALE mapping defined for all t ∈ (0, T ) and ξ ∈ Ω0, which is smooth enough and
continuously differentiable mapping of Ω0 onto Ωt. We define the domain velocity
wD :M→ R satisfies


wD(A(ξ, t), t) =
∂A
∂t


(ξ, t) for all ξ ∈ Ω0 and t ∈ (0, T ). (1)
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Fig. 1: Computational domain and boundary parts: The inlet part of the boundary ΓI
(number 7), the outlet part of the boundary ΓO (number 8), the fixed walls ΓD (num-
bers 1,4,3,6) and vibrating walls ΓWt (numbers 2, 5).


Furthermore the symbol DA/Dt denotes the ALE derivative, i.e. the time derivative
with respect to the reference configuration. The ALE derivative satisfies (cf. [18], [11])


DAf


Dt
(x, t) =


∂f


∂t
(x, t) + wD(x, t) · ∇f(x, t). (2)


In the present paper the ALE mapping can be analytically prescribed, but in the
future this mapping will be a part of solution similary as in cf. [18].


2.2 Flow model


Let us consider the following system of the incompressible Navier-Stokes equa-
tions in a bounded time-dependent domain Ωt ⊂ R2 written in ALE form


DAv


Dt
− ν4v + ((v −wD) · ∇)v +∇p = 0, in Ωt, (3)


∇ · v = 0, in Ωt,


where v = v(x, t) is the flow velocity, p = p(x, t) is the kinematic pressure (i.e. pres-
sure divided by the constant fluid density ρ∞) and ν is the kinematic viscosity.


The boundary of the computational domain ∂Ωt consists of mutually disjoint
parts ΓD (wall), ΓI (inlet), ΓO (outlet) and the moving part ΓWt (oscillating wall).
The following boundary conditions are prescribed


a) v(x, t) = 0 for x ∈ ΓD,
b) v(x, t) = wD(x, t) for x ∈ ΓWt,
c) −(p− poref )n + 1


2
(v · n)−v + ν ∂v


∂n
= 0, on ΓO,


d) −(p− piref )n + 1
2
(v · n)−v + ν ∂v


∂n
= 0, on ΓI ,


(4)


where n denotes the unit outward normal vector, the constants piref , p
o
ref denotes the


reference pressure values, and α− denotes the negative part of a real number α. In
computations the condition (4d) can be replaced by the condition
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e) v(x, t) = vD for x ∈ ΓI . (5)


Finally, we prescribe the initial condition


v(x, 0) = v0(x) for x ∈ Ω0.


3 Numerical approximation


In this section the numerical approximation of the mathematical model given in
Section 2 is shown. As already mentioned the presented numerical approximation
is a slight modification of our previous works, cf. [18], [17]. Nevertheless there are
several significant differences, which were found to be important for the numerical
approximation: boundary conditions used on the inlet/outlet part of the computa-
tional and its weak formulation, a modified Galerkin/Least-Squares (GLS) scheme
employed for stable pair of finite elements, and the choice of stabilizing parameters.
The space discretization and its stabilization is briefly desribed for the sake of clarity
and completeness.


3.1 Time discretization


We consider a partition 0 = t0 < t1 < · · · < T, tk = k∆t, with a time step ∆t > 0,
of the time interval (0, T ) and approximate the solution v(·, tn) and p(·, tn) (defined
in Ωtn) at time tn by vn and pn, respectively. For the time discretization we em-
ploy a second-order two-step scheme using the computed approximate solution vn−1


in Ωtn−1 and vn in Ωtn for the calculation of vn+1 in the domain Ωtn+1 = Ωn+1. We
write


∂v


∂t
(x, tn+1) ≈ 3vn+1 − 4v̂n + v̂n−1


2∆t
where x ∈ Ωn+1, (6)


where v̂n and v̂n−1 are the approximate solutions vn and vn−1 defined on Ωn and Ωn−1,
respectively, and transformed onto Ωn+1 with the aid of ALE mapping, i.e. v̂i(x) =
vi(Ati(ξ)) where x = Atn+1(ξ) ∈ Ωn+1. Further, we approximate the domain velocity
wD(x, tn+1) by wn+1


D , where


wn+1
D (x) =


3Atn+1(ξ)− 4Atn(ξ) +Atn−1(ξ)


2∆t
, x = Atn+1(ξ), x ∈ Ωn+1.


Then the time discretization leads to the following problem in domain Ωn+1


3vn+1 − 4v̂n + v̂n−1


2∆t
− ν4vn+1 +


(
(vn+1 −wn+1


D ) · ∇
)
vn+1 +∇pn+1 = 0, (7)


∇ · vn+1 = 0,


equipped with boundary conditions (4a-d) and the initial condition.
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3.2 Weak formulation


For solution of the problem by finite element method, the time-discretized prob-
lem (7) is reformulated in a weak sense. The following notation is used: By W =
H1(Ωn+1) the velocity space is defined, by X the space of test functions is denoted


X = {ϕ ∈ W : ϕ = 0 on ΓWtn+1 ∩ ΓD},


and by Q = L2(Ωn+1) the pressure space is denoted. Using the standard approach,
cf. [18], the solution v = vn+1 and p = pn+1 of problem (7) satisfies


a(U, V ) = f(V ), U = (v, p) (8)


for any V = (z, q) ∈ X ×Q, where


a(U, V ) =


(
3


2∆t
v, z


)
+ν (∇v,∇z) + B(v, z) + cn(v;v, z)−(p,∇ · z) +(∇ · v, q) ,


cn(w,v, z) =


∫
Ωn+1


(
1


2
(w · ∇v) · z− 1


2
(w · ∇z) · v


)
dx−


(
(wn+1


D · ∇)v, z
)
,


B(v, z) =


∫
ΓI∪ΓO


1


2
(v · n)+v · z dS, (9)


f(V ) =
1


2∆t


(
4v̂n − v̂n−1, z


)
−
∫


ΓI


pirefv · ndS −
∫


ΓO


porefv · ndS,


and by (·, ·) we denote the scalar product in the space L2(Ωn+1).


3.3 Spatial discretization


Further, the weak formulation (8) is approximated by the use of FEM: we restrict
the couple of spaces (X,M) to finite element spaces (Xh,Mh). First, the compu-
tational domain Ωt is assumed to be polygonal and approximated by an admissible
triangulation Th, cf. [2]. Based on the triangulation Th the Taylor-Hood finite ele-
ments are used, i.e.


Hh = {v ∈ C(Ωn+1); v|K ∈ P2(K) for each K ∈ Th},
Wh = [Hh]


2 , Xh =Wh ∩ X , (10)


Mh = {v ∈ C(Ωn+1); v|K ∈ P1(K) for each K ∈ Th}.


The couple (Xh,Mh) satisfy the Babuška-Brezzi inf-sup condition, which guarantees
the stability of a scheme, cf. [20].


Problem 1 (Galerkin approximations). Find Uh = (vh, ph) ∈ (Xh,Mh) such that
vh satisfy boundary conditions (4a,b) and


a(Uh, Vh) = f(Vh), (11)


for all zh ∈ Xh and qh ∈Mh.


The Galerkin approximations are unstable in the case of high Reynolds numbers,
when the convection dominates. In that case a stabilized method needs to be applied.
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3.4 Stabilization


In order to overcome the above mentioned instability of the scheme, modified
Galerkin Least Squares method is applied, cf. ([7]). We start with the definition of
the local element rezidual terms Ra


K and Rf
K defined on the element K ∈ Th by


Ra
K(w̃;v, p) =


3v


2∆t
−ν4v+(w̃ · ∇)v+∇p, Rf


K(v̂n, v̂n−1) =
4v̂n − v̂n−1


2∆t
. (12)


Further, the stabilizing terms are defined for U∗ = (v∗, p∗), U = (v, p), V = (z, q)
by


LGLS(U∗;U, V ) =
∑
K∈Th


δK


(
Ra
K(w̃;v, p), (w̃ · ∇) z +∇q


)
K
,


FGLS(Vh) =
∑
K∈Th


δK


(
Rf
K(v̂n, v̂n−1), (w̃ · ∇) z +∇q


)
K
, (13)


where the function w̃ stands for the transport velocity, i.e. w̃ = v∗ − wn+1
D . The


additional grad-div stabilization terms read


Ph(U, V ) =
∑
K∈Th


τK(∇ · v,∇ · z)K .


In the case of bounded convection velocity the choice of parameters according [7]
for BB stable pair of FE (reduced scheme) would be possible. However, in order to
obtain a fast and efficient multigrid method, the following choice of the parameters δK
and τK is used


τK = ν


(
1 +Reloc +


h2
K


ν ∆t


)
, δK =


h2
K


τK
,


where the local Reynolds number Reloc is defined as Reloc = h‖v‖K
2ν


.


Problem 2 (Galerkin Least Squares stabilized approximations). We define the dis-
crete problem to find an approximate solution Uh = (vh, ph) ∈ Wh × Qh such that
vh satisfies approximately conditions (4a,b) and the identity


a(Uh, Vh) + LGLS(Uh;Uh, Vh) + Ph(Uh, Vh) = f(Vh) + FGLS(Vh), (14)


for all Vh = (zh, qh) ∈ Xh ×Qh.


4 Multigrid solution of the linear system


The space-time discretized system (14) needs to be solved by some linearization
scheme, e.g. by Oseen linearization procedure described e.g. in [18] or [19]. The
solution of the linearized system (14) leads to the the solution of a modified saddle
point system


Sv +Bp = f, B̃Tv + Ãp = 0, (15)
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where v and p is the finite-dimensional representation of the finite element approx-
imations of velocity and pressure, respectively. Let us mention that for the non-
stabilized system (i.e. in the case of δK ≡ τK ≡ 0) we have Ã = 0 and B̃ = B.


From the system of equations (15) the pressure degrees of freedoms can be for-
mally eliminated by formally multiplying the first equation of (15) by B̃TS−1 from
the left, i.e. we get the system of equations(


B̃TS−1B − Ã
)
p = B̃TS−1f, (16)


or with notation Ap = B̃TS−1B − Ã and g = B̃TS−1f we have


App = g,


which can be solved by the Richardson iterative method


p(l+1) = p(l) + C−1(g − App(l)), (17)


where C is a suitable preconditioner, see e.g. [19]. Nevertheless the choice of the
preconditioner C is complicated in the case of convection dominated flows and the
convergence of the scheme (17) is in this case slow. Moreover the stabilizing terms
also badly influences the convergence rates.


In many cases and for small number of unknowns, the system can be solved with
the aid of a direct solver, which yields fast, efficient and robust scheme. We refer
to direct solver UMFPACK, cf. [4], which in the cases studied by the authors up to
now [18] was efficient for number of unknowns less then approximately 105. However,
with further increase of the number of unknowns the memory and CPU requirements
grows too fast, so that the fast and efficient solution becomes impossible. One
possibility is to use the parallel implementation of multi-frontal method, cf. [1].


Here, the solution of the system (15) is carried out by a simplified version of
multi-grid method. Only single mesh and two levels of solution (coarse and fine grid
levels) are used. The fine grid is represented by the used higher order finite elements
(here Taylor-Hood finite elements, i.e. P2/P1 approximations for velocity/pressure).
The coarse grid is considered as lower order finite elements (i.e. equal order P1/P1
approximations for velocity/pressure) The solution on the coarse grid can be obtained
with the aid of direct solver UMFPACK, which was found to be fast enough in the
studied cases. On the fine grid the multiplicative Vanka-type smoother is used,
cf. [9], [10]. This approach (i.e. the direct solver on coarse grid and Vanka-type
smoother on fine grid) resulted in an efficient and fast method, which can be easily
implemented. The performance of the multigrid method was found to be excellent for
the isotropic grids. In the case of anisotropic mesh refinement, the convergence rates
nevertheless become worse. The proper solution in this case is subject of a further
study.
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5 Numerical results


In this section the numerical results for air flow in a symmetric two-dimensional
channel are presented. The channel geometry described in [14] is employed here, see
also Fig. 1.


5.1 Stationary solution


First, we consider the non-moving computational domain Ω, where the influence
of isotropically and anisotropically refined meshes is studied, see Fig. 2.


The following constants were used in the computations: fluid density ρ∞ =
1.225 kg m−3 and kinematic viscosity ν = 1.5 × 10−5 m2/s, the width of the in-
let part of the channel is H = 0.0176 m, the total length of the channel L = 0.16 m,
and the constant gap width g ≡ 4.4 mm.


The boundary condition (4d) in the presented computations is replaced by the
condition (5), where the constant flow velocity is prescribed vD(x, t) = (U∞, 0)T at
the inlet part of boundary ΓI , and U∞ was chosen in the range [0.01, 0.05]m s−1.
The numerical results for stationary solution and different Reynolds numbers (Re =
1
8
LU∞/ν) are presented in Figs. 3-4, where the isolines of the magnitude of velocity


are shown. The results computed on both meshes for same Reynolds numbers show
that even for low Reynolds numbers several stationary symmetric and nonsymmetric
solutions exist. Fig. 3 (left) shows the symmetric solution obtained on both meshes
for Re = 20. For Re = 40 and Re = 50 in Figs. 3-4 on isotropic mesh the non-
symmetric solution was obtained , whereas on the anisotropical symmetric mesh the
solution remains symmetric. For higher Reynolds number Re > 50 both solutions
become non-symmetric.


Fig. 2: The employed grids: the isotropic non-symmetric mesh (upper part) with
12219 vertices and 23709 elements and approximately 8× 104 unknowns for flow problem,
and the anisotropic axisymmetric mesh (lower part) with 8241 vertices and 16000 elements
(resulting in 6× 104 unknowns).
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Fig. 3: The isolines of flow velocity magnitudes for Reynolds number 20 (left) and
40 (right) on isotropic mesh(upper part) and anisotropic mesh (lower part).


Fig. 4: The isolines of flow velocity magnitudes for Reynolds number 50 (left) and
70 (right) on isotropic mesh(upper part) and anisotropic mesh (lower part).


Fig. 5: A detail of isotropic mesh used for multigrid solution with 42576 vertices and
84078 elements yielding approximately 4× 105 unknowns for the flow problem.
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Fig. 6: The isolines of velocity magnitude (left) and pressure (right) in a sequence of time
instance (from top to bottom, Part 1).


5.2 Flow in channel with vibrating vocal folds


The numerical results for flow in vibrating channel are presented for physically
relevant pressure drop, inlet flow velocity, frequency of vibrations and width of the
channel, which leads to the Reynolds numbers in the range Re = 1000− 3000.


The computations were carried out for the pressure drop of 400 Pa, i.e piref =
400 Pa and poref = 0 Pa. The initial condition was chosen as v0 ≡ 0 and the isotrop-
ically refined mesh was used, cf. Fig. 5. The gap oscillates harmonically around the
mean gap value g = 4.4 mm in the interval g(t) ∈ [3.2 mm, 5.6 mm] with frequency
f = 100 Hz .


The results are shown in Figs. 6-7 for the time instants marked in Fig. 8. The
sudden expansion in the modelled glottal region leads to the faster flow in the vibrat-
ing narrowest part of the computational domain and to complicated flow structures
in the outlet part of the channel. Similar effects were observed experimentally in [15].


192







Fig. 7: The isolines of velocity magnitude (left) and pressure (right) in a sequence of time
instance (from top to bottom, Part 2).


The inlet flow velocity and the flow velocity at on the axis of symmetry at the nar-
rowest part of the channel are shown in Fig. 8. The both values oscillates with
a similar frequency as the prescribed motion of the wall. However, the graphs are
noisy partially due to the complicated flow structures downstream.


6 Conclusion


The paper presents the developed mathematical method and applied numerical
technique for solution of fluid-structure problems encountered in biomechanics of
voice production. The method consists of the advanced stabilization of the finite
element method applied considering the moving domain. In order to obtain fast
solution of the discretized problem a simplified multigrid method was applied, which
allowed solution of significantly larger system of equations compared to the previously
used approach, see e.g. [18].
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Fig. 8: The gap oscillations g(t) (upper graph), the computed flow velocity at the inlet
(middle), and the computed flow velocity in the glottal orifice (lower graph).


The influence of the isotropic and anisotropic meshes was studied and the multi-
grid technique was applied on a challenging problem of flow in symmetric channel
with vibrating walls. The numerical results were presented showing the Coanda ef-
fect and complicated structure of small vortices and large size eddies generated at
the glottal region by vibrating vocal fold. Similar vortex flow structures and Coanda
effects were identified experimentally in [15].
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INVERSE PROBLEMS OF HEAT TRANSFER∗


Jǐŕı Vala


1 Introduction


Well-posed problems of heat transfer, much-favoured by most mathematicians, as
an important class of simplified mathematical formulations of real physical processes,
based on the conservation principles of classical mechanics, exploited in mechanical,
electrical, civil etc. engineering, require the complete setting of i) initial conditions,
ii) boundary conditions (prescribed temperature or heat flux everywhere) and iii) ma-
terial characteristics. However, in engineering applications some data of types i), ii)
or iii) are uncertain, inaccurate or missing. The remedy, coming from their recon-
struction from some additional information, obtained from temperature or heat flux
measurements, generate various classes of ill-posed problems with specific difficulties:
even the apparently simple one-dimensional linearized model of heat propagation in
a rod [6] needs non-trivial a priori estimates (valid under some additional regularity
assumptions), combined truncation and regularization methods, to be able to apply
the Schauder fixed point theorem.


The theoretical, experimental and computational analysis of inverse problems
of heat transfer and related physical processes of the last decades has its own his-
tory: from different points of view it is monitored in [1], [3], [4] and [9]. In this
paper we shall pay special attention to the missing data iii) in the analysis of in-
sulation and accumulation properties of building materials (typically with a micro-
scopically porous irregular structure), i.e. to the reliable identification of their basic
macroscopic material characteristics. Following the Czech and European technical
standards, we shall work with the thermal conductivity λ, heat capacity c and ma-
terial density ρ, constant at least within certain reasonable temperature range, in
an isotropic medium. Whereas the experimental setting of ρ is easy, the stationary
measurements of λ and c do not give, according to the required measurement time,
good results. The conventional non-stationary measurement equipments are expen-
sive, use strange sets of calibration materials and their applicability to non-classical
materials is limited. The development of alternative non-stationary identification
methods (the frequency-domain method, the step-heating method, the hot-strip /
hot-wire method, the infrared photography access, etc.) is documented in [1]. A class
of primary inexpensive measurement devices, introduced in this paper, combines the
hot-wire approach with the MATLAB-based numerical and computational support.


∗This research is supported the project of specific research of Brno University of Technology
No. FAST-S-10-17, by the Ministry of Education, Youth and Sports of Czech Republic No. MSM
0021630511 and by the OP Education for Competitiveness No. CZ.1.07/2.2.00/07.0410.
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2 Physical and mathematical preliminaries


Let us consider the 3-dimensional Euclidean space, supplied by the Cartesian
coordinate system x = (x1, x2, x3), and a domain Ω in this space, occupied by
a (macroscopically) homogeneous and isotropic material with unknown character-
istics a = λ/(cρ) and b = 1/λ, whose (sufficiently smooth) boundary ∂Ω involves
some parts ΓD with prescribed boundary conditions of Dirichlet type


T (x, t) = T∗(x) ∀ t ∈ I ∀x ∈ ΓD (1)


and ΓN with those of Neumann type


∇T (x, t) · ν(x) + bq(t) = 0 ∀ t ∈ I ∀x ∈ ΓN (2)


where ν(x) refers to a local unit outside normal vector.
Since any real measurement device consists of a finite number n of further material


layers Ωi with i ∈ {1, . . . , n} (cf. Illustrative example), the analogous notation can
be applied to each i-th materials with prescribed characteristics ai and bi. Moreover,
(2) holds also with the heat flux q(t), occurring on some part Γ ⊆ ∂Ω \ ΓN of the
union of interfaces Ω ∩ Ω1, . . . ,Ω ∩ Ωn. Similar heat fluxes are present on mutual
interfaces of Ω1, . . . ,Ωn. All such fluxes are not known explicitly, being determined
from contact conditions; here we shall consider only perfect contacts with continuous
temperature distributions.


Following Chap. 3 of [2], the principle of conservation of energy together with the
empirical constitutive Fourier law gives


Ṫ (x, t)− a∇2T (x, t) = 0 (3)


where the dot symbol is reserved for a derivative with respect to t and ∇2(·) means
div(grad(·)) briefly; for t = 0 we shall consider T (x, 0) = Te with the constant
environmental temperature Te and the same, i.e. T (·, t) = Te, should be true in
any time t ∈ I on all outer surfaces of the layered measurement device to guarantee
a physically closed measurement system.


It is natural to search for T (x, t) in the space of abstract functions L2(I, V ), map-
ping I into some appropriate subspace V of the Sobolev space W 1,2(Ω), although
better regularity results can be obtained – see [4, p. 256]. In the direct formula-
tion with given material characteristics a and b the solvability of (3) with boundary
conditions (1) and (2) and convergence properties of sequences of approximate so-
lutions in finite-dimensional spaces follow, at least for the most frequently discussed
case ∂Ω = ΓD ∪ ΓN with ΓD ∩ ΓN = ∅, from the Lax–Milgram theorem. Unfor-
tunately, the inverse formulations with unknown a and/or b, or, alternatively, with
partially unknown initial or boundary conditions, result typically in ill-conditioned
mathematical problems and unstable numerical algorithms, as discussed in [4, p. 21].


For simplicity, let us assume that just both a and b are unknown, consequently
infinitely many solution of (3) with boundary conditions (1) and (2) may exist.
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Let us introduce the following notations of scalar products: (·, ·) in L2(Ω) and in
[L2(Ω)]3, 〈·, ·〉 in L2(∂Ω), 〈·, ·〉D in L2(ΓD), 〈·, ·〉N in L2(ΓN), 〈·, ·〉I in L2(I, L2(Γ)).
Applying any test function Φ (usually) from V to (3), the Green–Ostrogradskii the-
orem (at least in sense of distributions) gives a−1(Φ, Ṫ )− (Φ,∇2T ) = 0, a−1(Φ, Ṫ )+
(∇Φ,∇T )−〈Φ,∇T ·ν〉 = 0 and a−1(Φ, Ṫ )− (∇2Φ, T )−〈Φ,∇T ·ν〉+ 〈∇Φ ·ν, T 〉 = 0;
thus by (1) and (2) we have


a−1(Φ, Ṫ )−B(Φ, T ) = b〈Φ, q〉N − 〈∇Φ · ν, T∗〉D . (4)


for B(Φ, T ) := (∇2Φ, T ) + 〈Φ,∇T · ν〉D − 〈∇Φ · ν, T 〉N .
The ideal final aim is to find T ∈ L2(I, V ), together with real constants a and b,


satisfying (4) and (2). More realistic approaches try to satisfy (2) (or rarely (4)) in
some weaker (inaccurate) sense – for the detailed overview see [1]. We shall apply
the least squares technique, minimizing


F (a, b) =
1


2
〈bq +∇T (a, b) · ν, bq +∇T (a, b) · ν〉I ; (5)


F here is only a real function of two variables a and b, T (x, t) from (4) depend on
parameters a and b, thus we have T (x, t, a, b) now, omitting the first two variables x
and t for brevity; the rectangular quadrature rule on I in m + 1 nodes t = jh for
j ∈ {0, 1, . . . ,m} and h := τ/m is needed in practice. The first and second derivatives
of F ,with respect to a and b, i.e. F,a(a, b), F,b(a, b), F,aa(a, b), F,ab(a, b) and F,bb(a, b),
can be then evaluated from the first and second temperature derivatives T,a(a, b),
T,b(a, b), T,aa(a, b), T,ab(a, b) and T,bb(a, b). In the case of lack of boundary data
(when F becomes a more general functional), some (rather complicated) iterative
procedures are available, e.g. that based on the conjugate gradient algorithm applied
to direct, adjoint and sensitivity problems in [9, p. 21].


3 Computational algorithm


If some reasonable estimate of the characteristics a and b is available, we can apply
the Newton algorithm to obtain their improved values a? and b? in the well-known
form [


F,aa(a, b) F,ab(a, b)
F,ab(a, b) F,bb(a, b)


]
·
[
a? − a
b? − b


]
= −


[
F,a(a, b)
F,b(a, b)


]
. (6)


The derivatives included in this formula should be as simple as possible.
Namely if ∂Ω = ΓD = Γ and ΓN = ∅ then T is independent of b and all derivatives


of F vanish or simplify substantially. For the discretization on Ω the finite element
technique using the Hermite polynomials and the set of discrete unknown variables
ψ := (T,∇T ) is available. Applying the Crank–Nicholson scheme, for any j ∈
{1, . . . ,m} we obtain


1


ah
N(ψj − ψj−1)− 1


2
K(ψj + ψj−1) =


1


2
(gj + gj−1) (7)
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with certain real symmetric sparse square matrices N and K and corresponding real
vectors g0, g1, . . . gm (dependding on the choice of finite element mesh on Ω), i.e.
briefly Sψj = Qψj−1+γj with M := N/h, S := a−1M−K/2, Q := a−1M +K/2 and
γj := (gj + gj−1)/2. Consequently we receive Sψj,a = Qψj−1,a + a−2M(ψj − ψj−1)
and Sψj,aa = Qψj−1,aa+2a−2M(ψj,a−ψj−1,a)−2a−3M(ψj −ψj−1). Thus (7) enables
us to evaluate all a-derivatives of T and ∇T required in (6).


The 2- and 3-dimensional configurations typically do not admit ΓN = ∅. More-
over, the heat fluxes q(t) in the modified (2) are available (unlike those from the
original (2)) only indirectly, from solutions of (4) on Ωi with i ∈ {1, . . . , n} instead
of Ω; this will be highlighted using the index i. Let us assume Γ = ΓD and ΓN =
Γ \ ΓD 6= ∅. Then (4) gets the form a−1(Φ, Ṫ )−B(Φ, T ) = b〈Φ, q〉N − 〈∇Φ · ν, T∗〉D,
a−1
i (Φ, Ṫ )i − B(Φ, T )i = bi〈Φ, q〉Ni − 〈∇Φ · ν, T∗〉Di for all i ∈ {1, . . . , n}. Thanks


to the identity of heat fluxes on all nonempty sets ∂Ω ∪ ∂Ωi and ∂Ωi ∪ ∂Ωk with
i, k ∈ {1, . . . , n} all remaining q(t) can be eliminated to receive ψ1, . . . , ψn from the
analogy of (7) as functions of a and linear functions of b (not only functions of a
as in the preceding case); for the detailed structure of corresponding linear systems
(involving both thermal conduction and convection) see [3, p. 116]. This approach
enables us to define S, Q, γj, etc., in the same way as from (7) again; their linear
dependence on b guarantees that the formulae for the evaluation of derivatives of F
(using the numerical quadrature on ΓD × I) with respect to a and b do not disturb
the efficiency of the algorithm (6).


The same algorithm offers the possibility of quick evaluation of changes of a
and b forced by the modified input data. The variance-based sensitivity analysis
(the construction of Sobol indices) by [5] can be then useful to study the effect
of stochastic uncertainty on the resulting a and b. However, the general approach
considers the variables q(x, t, θ), T (x, t, θ), etc. also as functions of parameters θ
from the sample space Θ of elementary events; such sample space must be supplied
by the minimal σ-algebra on Θ and by certain probability measure P . Then it is
possible to replace F (a, b) from (5) by


F (a, b) =
1


2


∫


Θ
〈bq +∇T (a, b) · ν, bq +∇T (a, b) · ν〉I dP (8)


and apply some uncertainty representation technique to (8), as the Karhunen-Loève
or polynomial chaos expansions by [9, p. 10], or, alternatively, a Bayesian approach
by [9, p. 25].


4 Illustrative example


The basic configuration of the measurement device, suggested originally in [8],
consists of the following layers: 1. thick insulation layer (polystyrene), 2. active heat-
ing plate (aluminium), 3. material specimen (with unknown material characteristics),
4. passive additional plate (aluminium), 5. thick insulation layer (polystyrene). The
interfaces 1./2. and 4./5. contain two sets of temperature sensors recording the
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temperature T∗(t) at (in practice discrete) times t from the time interval I = [0, τ ] of
a given length τ . The interface 1./2. hides also a carefully controlled built-in gener-
ator of time-variable heat flux q(t) for the same times t. However, such configuration
is not acceptable e.g. for the measurements of maturing silicate mixtures in massive
structures in situ: the remedy is to remove 4. and 5., considering the real massive
structure (nearly the half-space) instead of 3.


The above sketched special geometrical configuration is typical just for such one-
dimensional simplified systems with parallel layers, here especially n = 4. Unlike the
formally complicated algorithm of [7], coming from the a priori known temperatures
on the boundary of 1. and 5. and from the temperatures and heat fluxes at the left
side of 2. and right side of 4., we are able to prescribe the temperature at the whole
boundary of 3.


Fig. 1 and Fig. 2 show the results of identification of a and b from the experi-
ment, lasting τ = 300 s. The first half of both Fig. 1 and Fig. 2 refers to the new
building material specimen, tested at the Faculty of Civil Engineering of Brno Uni-
versity of Technology (resulting a = 1.09377 · 10−6 m2/s, b = 2.05909 · 101m·K/W),
the second one to the mineral wool, whose properties are similar to polystyrene
(resulting a = 6.55382 · 10−7m2/s, b = 1.13620m·K/W), as the test of algorithm
robustness only: the strongly insulated heating device from both sides causes the
low accuracy of recorded temperature differences. The experimental heating was
very special: constant for t ∈ [0, 300] s, zero for t ∈ [300, 600] s. Fig. 1 shows the
redistribution of temperature, its gradient and heat flux in the whole measurement
system in time: full lines for t ∈ [0, 300] s, dotted lines otherwise. Fig. 2 demonstrates
the least-squares-based fitting of computed interface values of heat flux with corre-
sponding experimental data. The complete original software code has been written
in MATLAB (without any additional packages).


5 Conclusions


The paper presents the mathematical preliminaries and the computational sup-
port for a rather general class of heat transfer problems, especially in building ma-
terials. An illustrative example demonstrates the MATLAB-based support for the
identification of material characteristics, i.e. for the missing information iii) from
Introduction. This approach is open to further generalization: to the analysis of
anisotropic material (λ becomes a real square symmetrical matrix), interface heat
convection (new material characteristics of interfaces occur), temperature-dependent
material characteristics, etc.


The proper mathematical analysis, including both the existence of solutions and
the convergence of sequences of approximate solutions in finite-dimensional function
spaces, constructed from the algorithm of above sketched type, contains still open
questions. However, the aim of sufficient generalization of the results of type [6]
seems to be realistic. The relevant analysis in probabilistic measures (instead of
standard Lebesgue ones) is needed, too, to handle the evaluation of uncertainty of
identified characteristics.


201







0 0.05 0.1 0.15 0.2
20


21


22


23


24


temperature in time 600


0 0.05 0.1 0.15 0.2


−200


0


200


temperature gradient in time 600


0 0.05 0.1 0.15 0.2
0


100


200


300


heat flux in time 600


0 0.05 0.1 0.15 0.2 0.25
20


21


22


23


24


25
temperature in time 600


0 0.05 0.1 0.15 0.2 0.25


−200


0


200


temperature gradient in time 600


0 0.05 0.1 0.15 0.2 0.25


0


20


40


60


heat flux in time 600


Fig. 1: Temperature, its gradient and heat flux x-redistribution in time.
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Fig. 2: Fitting of computed interface values of heat flux with experimental data.
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COMPLEMENTARITY – THE WAY TOWARDS GUARANTEED


ERROR ESTIMATES∗


Tomáš Vejchodský


Abstract


This paper presents a review of the complementary technique with the emphasis
on computable and guaranteed upper bounds of the approximation error. For sim-
plicity, the approach is described on a numerical solution of the Poisson problem. We
derive the complementary error bounds, prove their fundamental properties, present
the method of hypercircle, mention possible generalizations and show a couple of
numerical examples.


1 Introduction


Reliability of numerical schemes is a crucial topic in the scientific and technical
computing. There is a general agreement that an approximate solution alone is not
sufficient as an output of the computations. The user needs certain information
about its accuracy.


An ultimate goal of numerical algorithms is to provide an approximate solution
with accuracy within a prescribed tolerance in an efficient way. In the framework of
numerical methods for partial differential equation this goal can be achieved. The
needed tool is an adaptive algorithm equipped with an efficient and reliable error
indicator for mesh refinements and with a computable guaranteed upper bounds on
the error for the stopping criterion.


In this contribution we concentrate on the guaranteed upper bounds on the error
in the context of the finite element method for linear elliptic problems. As a model
problem we use the Poisson equation with homogeneous Dirichlet boundary con-
ditions. We point out that the complementary approach is not limited to finite
elements only and can be used for arbitrary numerical method.


To illustrate the adaptive approach we introduce certain notation motivated by
the finite element method. The finite element approximation uh of an exact solution u
is typically constructed on a finite element mesh Th. In order to employ the adaptive
algorithm, we need an error indicator ηK which estimates a suitable norm of the
error (u − uh)|K in the element K ∈ Th. In order to fulfill the goal and provide an
approximation which is guaranteed to be under the user prescribed tolerance TOL,
it is necessary to use certain guaranteed upper bound η on a suitable norm of the


∗This work was supported by grant No. IAA100760702 of the Grant Agency of the Academy
of Sciences of the Czech Republic and by the institutional research plan no. AV0Z10190503 of the
Academy of Sciences of the Czech Republic.
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error. The error bound η is said to be the guaranteed upper bound of the error if
‖u− uh‖ ≤ η. Let us remark that the error bound η is often computed from the error
indicators as η2 =


∑
K∈Th


η2K . Now, we can present the general adaptive algorithm:


1. Initialize: Construct the initial mesh Th.


2. Solve: Find approximate solution uh on Th.


3. Indicators : Compute error indicators ηK for all K ∈ Th.


4. Estimator : Compute error estimator η.


5. Stop: If η ≤ TOL then STOP.


6. Mark : If ηK ≥ Θmax
K∈Th


ηK then mark K.


7. Refine: Refine the marked elements and build the new mesh Th.


8. Go to 2.


The parameter Θ ∈ (0, 1) in Step 6 is given by the user and determines the fraction
of elements to be refined in each adaptive cycle.


In this adaptive algorithm we can clearly distinguish the different roles of error
indicators ηK and the error estimator η. If the estimator η provides guaranteed upper
bound of the error and the algorithm stops in Step 5 then ‖u− uh‖ ≤ η ≤ TOL and
the goal is fulfilled – the error is below the prescribed tolerance.


The computation of fully computable guaranteed upper bounds on the error seems
to be a more difficult problem than construction of local error indicators ηK . The
guaranteed error bounds can be successfully obtained by the complemen-
tary approach. The idea is fairly old. It goes back to the method of hypercircle
from 1950’s [21]. Further development came in 1970’s and 1980’s with the dual (or
equilibrium) finite elements, see e.g. [4, 6, 8, 9, 11, 22, 28]. Later, the idea was worked
out even further in the approach of error majorants, see e.g. [3, 13, 14, 17, 18, 16, 19].
Anyway, the idea can be traced in many other works, see e.g. [2, 5, 27].


In the rest of the paper we would like to give a brief review of the complementary
approach for the Poisson problem. The emphasis is put on the derivation, properties,
and practical implementation of computable guaranteed upper bounds on the energy
norm of the error. The organization is the following. Section 2 introduces the clas-
sical and weak formulation of the Poisson equation. Section 3 contains derivation of
the complementary guaranteed error bound and Section 4 presents the corresponding
complementary problem and the theoretical properties of the complementary solu-
tion including the method of hypercircle. Section 5 briefly describes the concurrent
approach of error majorants. Section 6 provides hints for practical evaluation of the
obtained error bounds. Section 7 briefly lists possible generalizations of the com-
plementary approach to various especially non-elliptic problems. Section 8 presents
numerical examples to show the practical implementation and to compare the de-
scribed variants of the error bounds mainly by their accuracy. Section 9 contains
concluding remarks.
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2 Model problem


Let us consider a domain Ω ⊂ R
d with Lipschitz continuous boundary. The


classical formulation of the Poisson problem reads: find u ∈ C2(Ω)∩C(Ω) such that


−∆u = f in Ω, (1)


u = 0 on ∂Ω. (2)


In order to introduce the complementary approach, it is advantageous to formu-
late problem (1)–(2) in the weak sense. Therefore, we consider the standard Sobolev
space V = H1


0 (Ω) of square-integrable functions with square-integrable derivatives
and vanishing traces on the boundary ∂Ω.


The weak formulation of problem (1)–(2) reads: find u ∈ V such that


B(u, v) = F(v) ∀v ∈ V. (3)


The bilinear form B and the linear functional F are given as


B(u, v) = (∇u,∇v) and F(v) = (f, v),


where


(v,w) =


∫


Ω


v ·w dx and (v, w) =


∫


Ω


vw dx


stand for the vector and scalar version of the L2(Ω) inner product. We point out
that within the paper we denote the vector quantities by bold symbols.


The following lemma presents a simple observation. It says that the gradient ∇u
of the weak solution of (3) lies in H(div,Ω). For the reader’s convenience, we recall
the definition


H(div,Ω) =
{
y ∈ [L2(Ω)]d : div y ∈ L2(Ω)


}
, (4)


where the divergence is understood in the sense of distributions.


Lemma 1. Let u ∈ V be the weak solution given by (3). If the corresponding right-
hand side f is in L2(Ω) then ∇u ∈ H(div,Ω).


Proof. The divergence divy is in L2(Ω) in the sense of distributions if and only if
there exists z ∈ L2(Ω) such that (v, z) = −(∇v,y) for all v ∈ C∞


0 (Ω). Thus, putting
z = −f , we immediately conclude that y = ∇u lies in H(div,Ω) whenever f lies in
L2(Ω), see definitions (4) and (3).


We remind that the z ∈ L2(Ω) from the above proof is called the distributional
divergence of y ∈ [L2(Ω)]d and we put div y = z.
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3 Derivation of the complementary error estimate


The complementary error estimates can be easily derived using the divergence
theorem:
∫


Ω


v div y dx+


∫


Ω


y·∇v dx−
∫


∂Ω


vy·ndx = 0 ∀v ∈ H1(Ω), ∀y ∈ H(div,Ω), (5)


where n stands for the unit outward normal vector to the boundary ∂Ω.
The definition of the weak solution (3) together with the divergence theorem


yields the following identity for arbitrary uh ∈ V , v ∈ V , and y ∈ H(div,Ω):


B(u− uh, v) = (f, v)− (∇uh,∇v) + (v, divy) + (y,∇v)


= (f + div y, v) + (y −∇uh,∇v). (6)


This is the main trick. Subsequent derivation of the complementary error estimates
is based on more or less standard technical steps. Crucial point is the handling of the
term (f + div y, v). There are at least two possibilities. The first one is to restrict
the set of admissible y such that this term vanishes. The second one is based on
the Friedrichs’ inequality. We postpone the second possibility to Section 5 and start
with the first one.


We introduce an affine space


Q(f) = {y ∈ H(div,Ω) : (y,∇v) = (f, v) ∀v ∈ V } . (7)


This is a set of vector fields y ∈ H(div,Ω) satisfying − divy = f in the weak sense.
Below, we will use the consistent notation Q(0) for the space of divergence-free
(solenoidal) vector fields.


Using identity (6) for any y ∈ Q(f) and the Cauchy-Schwarz inequality, we
immediately obtain


B(u− uh, v) = (y −∇uh,∇v) ≤ ‖y −∇uh‖0 ‖∇v‖0 , (8)


where ‖w‖20 = (w,w) is the norm in [L2(Ω)]d. Introducing the energy norm |||v|||2 =
B(v, v) = ‖∇v‖20 and substituting v = u − uh into (8) yields finally the guaranteed
upper bound on the approximation error of uh:


|||u− uh||| ≤ η(uh,y) ∀uh ∈ V, ∀y ∈ Q(f), (9)


where the complementary error estimate is given by


η(uh,y) = ‖y −∇uh‖0 . (10)


We point out that the error bound (9) holds true for arbitrary conforming ap-
proximation uh ∈ V of the weak solution u, regardless what numerical method has
been used for it. In addition, the bound (9) is valid for any y ∈ Q(f). Hence, prac-
tically, any vector field from Q(f) used in (9) provides guaranteed upper bound on
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the energy norm of the approximation error. However, this y ∈ Q(f) must be chosen
with care, otherwise the value η(uh,y) overestimates the error too much. A practical
choice of a suitable y ∈ Q(f) is discussed below in Section 6.


Let us conclude this section by summarizing the main statement into a theorem.


Theorem 2. If u ∈ V is the exact solution of problem (3) and uh ∈ V its arbitrary
approximation then estimate (9)–(10) holds true for any y ∈ Q(f).


4 The complementary problem


Let the approximation uh ∈ V be fixed. Since η(uh,y) is an upper bound of its
error, it is natural to ask, what y ∈ Q(f) minimizes this error bound. The problem
of minimization of η(uh,y) with respect to y ∈ Q(f) is called the complementary
problem and its solution the complementary solution. It turns out that this problem
can be formulated in several equivalent forms. Before, we state a theorem about
this equivalence, let us introduce certain notation. Let us define the complementary
bilinear form B∗(y,w) = (y,w), the complementary energy norm |||w|||2∗ = B∗(w,w),
and the functional of the complementary energy J∗(w) = 1


2
B∗(w,w).


Theorem 3. The following problems are equivalent


find y ∈ Q(f) : η(uh,y) ≤ η(uh,w) ∀w ∈ Q(f), (11)


find y ∈ Q(f) : J∗(y) ≤ J∗(w) ∀w ∈ Q(f), (12)


find y ∈ Q(f) : B∗(y,w0) = 0 ∀w0 ∈ Q(0). (13)


Proof. First, we prove the equivalence of (11) and (12). Using (10) in (11), and
utilizing the fact that (y,∇uh) = (w,∇uh) = (f, uh) for any y ∈ Q(f) and w ∈
Q(f), we can perform the following chain of simple equivalent adjustments:


η(uh,y) ≤ η(uh,w),


‖y −∇uh‖20 ≤ ‖w −∇uh‖20 ,
‖y‖20 − 2(y,∇uh) + ‖∇uh‖20 ≤ ‖w‖20 − 2(w,∇uh) + ‖∇uh‖20 ,


‖y‖20 ≤ ‖w‖20 ,
J∗(y) ≤ J∗(w).


Second, we prove that any solution of problem (12) is a solution of (13). Let
y ∈ Q(f) be a solution of (12) and let w0 ∈ Q(0) be arbitrary. Then y+ tw0 lies in
Q(f) for any t ∈ R and the real function ϕ(t) = ‖y + tw0‖20 has the global minimum
at t = 0. If we compute the derivative of ϕ(t) at t = 0 by definition, we obtain


ϕ′(0) = lim
t→0


‖y + tw0‖20 − ‖y‖20
t


= lim
t→0


2t(y,w0) + t2 ‖w0‖20
t


= 2B∗(y,w0).


Hence, the derivative exists and since ϕ(t) has the minimum at t = 0, the derivative
has to vanish: ϕ′(0) = 0. This proves that y solves (13).
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Finally, we prove that any solution of (13) is a solution of (12). Let y ∈ Q(f) be
the solution of (13) and let w ∈ Q(f) be arbitrary. Let us set w0 = w− y. Clearly,
w0 ∈ Q(0). Since (y,w) = (y,y +w0) = ‖y‖20, see (13), we easily conclude that


0 ≤ ‖w − y‖2
0
= ‖w‖2


0
− 2(y,w) + ‖y‖2


0
= ‖w‖2


0
− ‖y‖2


0
.


This proves that y solves (12).


Formulation (11) of the complementary problem is natural to derive. It is
a straightforward minimization of η. Formulation (12) is variational. It is a minimiza-
tion of a simple quadratic functional – the complementary energy J∗. Variant (13)
is a weak formulation using the complementary bilinear form B∗. Notice that in the
simple case of Poisson equation (3), the complementary problem is just a problem
of orthogonal projection. The following theorem finds the complementary solution
and states that it is unique.


Theorem 4. Let u ∈ V be the exact solution of problem (3). Then y = ∇u lies
in Q(f) and it is the unique solution of complementary problems (11)–(13).


Proof. Lemma 1 implies that ∇u lies in H(div,Ω). Weak formulation (3) guarantees
that ∇u is in Q(f). Substituting y = ∇u into (13) and using the definition (7)
of Q(0) we immediately find that


(y,w0) = (∇u,w0) = 0 ∀w0 ∈ Q(0).


Thus, y = ∇u is a solution of problem (13).
To prove the uniqueness, we consider two solutions y1,y2 ∈ Q(f) of problem (13).


Then of course (y1 − y2,w
0) = 0 for all w0 ∈ Q(0). Since y1 − y2 ∈ Q(0), we can


set w0 = y1 − y2 and obtain ‖y1 − y2‖0 = 0. Thus, y1 = y2.
Theorem 3 finishes the proof.


Sometimes, we call problem (3) the primal problem, in order to distinguish it
from the complementary problem. Notice that this primal problem can also be
equivalently formulated as energy minimization. The corresponding functional of
primal energy is J(v) = 1


2
B(v, v)−F(v). Interestingly, if we sum up the functionals of


primal and complementary energy evaluated at the exact primal and complementary
solutions u and y = ∇u, we obtain zero:


J(u) + J∗(y) = −1


2
B(u, u) + 1


2
B∗(∇u,∇u) = 0.


The next theorem provides an interesting result. It reminds the Pythagoras’
theorem and it is based on the orthogonality of the spaces Q(0) and ∇V , i.e.,


(w0,∇v) = 0 ∀w0 ∈ Q(0), ∀v ∈ V, (14)


see (7). Figure 1 (left) illustrates this orthogonality.
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Fig. 1: Orthogonality of spaces Q(f) and ∇V in [L2(Ω)]d (left). An illustration of the
method of hypercircle (right).


Theorem 5.Let u∈V and y∈Q(f) be exact solutions of problems (3) and (11)–(13),
respectively. Then


η2(u,yh) + η2(uh,y) = η2(uh,yh) ∀uh ∈ V, ∀yh ∈ Q(f). (15)


Proof. We use the fact that y = ∇u, see Theorem 4, and the orthogonality (14) in
the form (yh −∇u,∇u−∇uh) = 0 to compute


η2(uh,yh) = ‖yh −∇u+∇u−∇uh‖20
= ‖yh −∇u‖2


0
+ ‖∇u−∇uh‖20 = η2(u,yh) + η2(uh,y).


Notice that using definition (10) and Theorem 4, equality (15) can be stated in
the form


‖yh − y‖20 + ‖∇u−∇uh‖20 = ‖yh −∇uh‖20 . (16)


This relates the error in the complementary problem and the error in the primal
problem with the computable difference of the approximate primal and complemen-
tary solutions. Consequently, the error estimate η(uh,yh) is also a guaranteed upper
bound on the complementary energy norm of the error in the complementary prob-
lem:


|||y − yh|||∗ ≤ η(uh,yh) ∀uh ∈ V, ∀yh ∈ Q(f).


The final result of this section is called the method of hypercircle. It is a re-
markable result in the field of the a posteriori error estimates, because it provides an
approximation whose error is known exactly. More precisely, the arithmetic average
of ∇uh (the gradient of the approximate primal solution) and yh (the approximate
complementary solution) yields an approximation Guh = (yh +∇uh)/2 of ∇u (the
gradient of the exact solution). The error of Guh measured in the complementary
energy norm can be computed exactly from the knowledge of uh and yh. See Figure 1
(right) for an illustration.
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Theorem 6 (Method of hypercircle). Let u ∈ V be the exact solution of problem (3).
Consider arbitrary uh ∈ V and yh ∈ Q(f) and set Guh = (yh +∇uh)/2. Then


|||∇u− Guh|||∗ =
1


2
η(uh,yh).


Proof. Using the fact that ∇u ∈ Q(f) and again the orthogonality (14) in the form
(∇u−yh,∇u−∇uh) = 0, the statement follows from (16) by direct computations:


4 ‖∇u− Guh‖20 = ‖∇u− yh +∇u−∇uh‖20
= ‖∇u− yh‖20 + ‖∇u−∇uh‖20 = ‖yh −∇uh‖20 .


5 Error majorants


As we announced above in Section 3, there is also another possibility how to
derive a guaranteed upper bound from (6). It is based on Friedrichs’ inequality :


‖v‖0 ≤ CΩ ‖∇v‖0 ∀v ∈ V,


see e.g. [15]. The optimal constant CΩ is known as the Friedrichs’ constant. Its
determination is a difficult task and its exact value is known in exceptional cases
only. However, various upper bounds for Friedrichs’ constant CΩ are known. For
example, in [12] we can find the estimate


CΩ ≤ 1


π


(
1


|a1|2
+ · · ·+ 1


|ad|2
)−1/2


, (17)


where |a1|, . . . , |ad| are lengths of sides of a d-dimensional box, the domain Ω is
contained in.


Using the Cauchy-Schwarz and the Friedrichs’ inequality in (6), we obtain


B(u− uh, v) ≤
(
CΩ ‖f + div y‖0 + ‖y −∇uh‖0


)
|||v|||.


Substitution v = u− uh yields the error estimate


|||u− uh||| ≤ η̂(uh,y) ∀uh ∈ V, ∀y ∈ H(div,Ω), (18)


where
η̂(uh,y) = CΩ ‖f + div y‖0 + ‖y −∇uh‖0 . (19)


This is another guaranteed upper bound on the energy norm of error. The advan-
tage of η̂(uh,y) in comparison with η(uh,y) given by (10) is that the estimate (19)
is valid for any y ∈ H(div,Ω) and the set Q(f), which might be difficult to handle
in practice – see Section 6, is not needed. On the other hand evaluation of η̂(uh,y)
requires the knowledge of the Friedrichs’ constant CΩ or of its upper bound.
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The error bound η̂(uh,y) – as well as η(uh,y) – is sharp in the sense that the
gradient of the exact solution y = ∇u yields the error exactly: η̂(uh,∇u) = |||u−uh|||.
Notice that the term with CΩ in η̂(uh,y) vanishes for y = ∇u. It means that the
error bound η̂(uh,y) can provide sharp results even if the Friedrichs’ constant CΩ is
estimated very roughly.


However, from the point of the theory, the results of Theorems 3–6 are not valid
for η̂(uh,y), in general. Moreover, the quantity η̂2(uh,y) is not a quadratic functional
in y, any more. Nevertheless, there is a way how to transform it into a quadratic
one. Introducing a real parameter β > 0, we can estimate η̂2(uh,y) in an elementary
way as


η̂(uh,y) ≤ η̂β(uh,y) ∀β > 0, ∀uh ∈ V, ∀y ∈ H(div,Ω),


where


η̂2β(uh,y) =
(
1 + β−1


)
C2


Ω ‖f + divy‖20 + (1 + β) ‖y −∇uh‖20
is already quadratic in y. Notice that there is always a suitable value of β such that
η̂β(uh,y) = η̂(uh,y).


In principle we should minimize η̂β(uh,y) simultaneously with respect to y and β.
This general nonlinear minimization problem might be difficult to solve. Anyway,
for fixed uh ∈ V and fixed β > 0 the quadratic functional η̂2β(uh,y) can be minimized
in a standard way. If we consider the minimization problem


find y ∈ H(div,Ω) : η̂β(uh,y) ≤ η̂β(uh,w) ∀w ∈ H(div,Ω),


we find as above that it is equivalent to the problem


find y ∈ H(div,Ω) : B̂(y,w) = F̂(w) ∀w ∈ H(div,Ω), (20)


where


B̂(y,w) = (div y, divw) + βC−2
Ω (y,w),


F̂(w) = (−f, divw) + βC−2
Ω (∇uh,w).


Notice that the upper bound η̂(uh,y) is more general than the upper bound η(uh,y)
in the sense that η(uh,y) can be derived from η̂(uh,y). Indeed, η̂(uh,y) = η(uh,y)
for all y ∈ Q(f).


6 Practical computation of the complementary solution


The practical handling of the affine space Q(f) defined in (7) might be difficult in
general. Here, we present a possible approach from [11]. For simplicity, we consider
two dimensions only, i.e., d = 2.


First of all, we exploit the affine structure of Q(f). Any vector field w ∈ Q(f),
can be expressed as w = q + w0, where q ∈ Q(f) is fixed and w0 lies in a linear
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space Q(0) of divergence-free vector fields. If an antiderivative of f = f(x1, x2) with
respect to one of its variables is known, we can construct q for example as


q(x1, x2) = −
(∫ x1


0


f(s, x2) ds, 0


)T


. (21)


Further, if the domain Ω is simply connected, then for any w0 ∈ Q(0) exists
v ∈ H1(Ω) such thatw0 = curl v, where curl v = (∂v/∂x2,−∂v/∂x1)


T is understood
in the weak sense, see e.g. [11]. All together, any w ∈ Q(f) can be expressed as
w = q + curl v for a v ∈ H1(Ω). In terms of spaces, we can write


Q(f) = q + curlH1(Ω).


This structure enables to reformulate the complementary problem (13) as follows:


find z ∈ H1(Ω) : B∗(curl z, curl v) = −B∗(q, curl v) ∀v ∈ H1(Ω). (22)


The corresponding complementary solution is then y = q+ curl z. If we notice that
B∗(curl z, curl v) = B(z, v), problem (22) actually turns into the Poisson problem:


find z ∈ H1(Ω) : B(z, v) = −B∗(q, curl v) ∀v ∈ H1(Ω). (23)


Let us remark that in contrast to (3), where we have prescribed the Dirichlet bound-
ary conditions, problem (23) is equipped with Neumann boundary conditions. It
is a consistent pure Neumann problem. Thus, it has infinitely many solutions and
these solutions differ by a constant. Notice, that the actual value of this constant is
irrelevant, because we are only interested in curl z.


Problem (23) can be approximately solved by any standard numerical method
for Poisson equation. For example, we can use the same method as we have used for
the approximate solution of (3).


7 Generalizations


The complementary approach seems to be quite special. From this point of view
it might be surprising that it can be generalized to a wide variety of problems.
However, for more complicated problems the complementary upper bounds loose
some of their properties, we presented in Theorems 3–6.


Generalization of the complementary approach for diffusion-reaction equation


−∆u + κ2u = f


is of particular interest, because it requires an additional idea, see e.g. [2, 5, 10, 20,
23, 24, 25]. We will not describe it here in detail, we only introduce the resulting
upper bound:


|||u− uh||| ≤ η(uh,y) ∀uh ∈ V, ∀y ∈ H(div,Ω),
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where
η(uh,y)


2 = ‖y −∇uh‖20 +
∥∥κ−1(f − κ2uh + divy)


∥∥2


0
. (24)


We point out that this upper bound cannot be used for the Poisson problem, i.e.
for κ = 0. However, in the singularly perturbed case, i.e., for large values of κ, this
upper bound provides very sharp results. In addition, for the upper bound (24) we
can prove analogues of Theorems 3–6, see [25].


The presented complementary approaches (10), (19), and (24) can be generalized
in more or less straightforward way to general linear elliptic problems with anisotropic
diffusion, convection and reaction terms, equipped with a combination of Dirichlet,
Neumann, and Robin boundary conditions. They can be generalized even to systems
of such elliptic equations [26].


Nevertheless, the complementary approach is not limited to elliptic problems only.
It has been generalized to linear elasticity [14], to system of thermo-elasticity [13],
to stationary Navier-Stokes problem [17], to variational inequalities [7], to certain
nonlinear problems [18], to equations with the curl operator [3], etc.


The complementary approach of error majorants for most of these problems is
well described in the book [19]. The book [16] is devoted more to the general theory
and derivation of the complementary error bounds based on the calculus of variation.


8 Numerical examples


In this section we present a few numerical examples showing the performance of
the variants of the complementary upper bounds in the finite element method.


In these experiments, we consider the two-dimensional case (i.e. d = 2), polygonal
domain Ω, a triangular finite element mesh Th in Ω, and a space of continuous and
piecewise linear functions in Ω:


Vh = {vh ∈ V : vh|K ∈ P 1(K), ∀K ∈ Th},


where P 1(K) stands for the space of linear functions on the triangle K. The finite
element solution of (3) is then uh ∈ Vh such that


B(uh, vh) = F(vh) ∀vh ∈ Vh.


First, we use the error estimate η(uh,yh) given by (9)–(10). The approximate
complementary solution yh is computed as yh = q+curl zh, where q is given by (21)
and zh is obtained as the finite element solution of problem (23). More precisely, we
introduce a space


Xh = {vh ∈ H1(Ω) : vh|K ∈ P p(K), ∀K ∈ Th}


of piecewise polynomials of degree at most p over the same mesh Th and define
zh ∈ Xh such that


B(zh, vh) = −B∗(q, curl vh) ∀vh ∈ Xh.
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In the experiments presented below we compare the values of η(uh,yh) for p = 1,
p = 2, and p = 3.


As an alternative, we use the error bound η̂(uh, ŷh) given by (18)–(19). The
corresponding approximate complementary solution ŷh is computed as an approx-
imate solution ŷh of problem (20). The best results are obtained for small values
of β, because the smaller the value of β is, the more the complementary solution is
enforced to satisfy − div yh = f . In the example, we use β = C2


Ω 10−4. To solve
the complementary problem (20) approximately, we use the Raviart-Thomas finite
elements of degree p̂ = 1 and p̂ = 2 on the same mesh Th.


Finally, for comparison, we present results of η(uh,y
expl


h ), see (9)–(10), where


y
expl


h is obtained by a quite complicated but explicit formula from [2]. This formula
is based on the so-called equilibrated residuals [1] and the approach utilizes the trick
of so-called data oscillations.


In particular, we consider two specific examples. In the first example, the Pois-
son problem (1)–(2) is defined in a square Ω = (−1/2, 1/2)2 with the right-hand
side f(x1, x2) = cos(πx1) cos(πx2). The corresponding exact solution is then u =
cos(πx1) cos(πx2)/(2π


2). To use the error bound η̂(uh, ŷh), we estimate the Friedrichs’
constant by (17) as CΩ = 1/(π


√
2). The finite element mesh is shown in Figure 2


(left).


−0.5 0 0.5
−0.5


0


0.5


−1 −0.5 0 0.5 1
−1


−0.5


0


0.5


1


Fig. 2: The finite element mesh used in the first (left) and in the second (right) example.


In the second example, we solve also the Poisson problem (1)–(2). In this case,
the domain Ω is the unit disk Ω = {(x1, x2) : r < 1}, where r2 = x2


1 + x2
2. The


right-hand side is f = 1 and the corresponding exact solution is u = (1− r2)/4. The
Friedrichs’ constant is estimated as CΩ =


√
2/π. Figure 2 (right) sketches the used


finite element mesh.
Tables 1–2 present the indices of effectivity Ieff . It is the ratio of the estimate


and the true value of the estimated quantity, for example Ieff = η̂(uh, ŷh)/|||u− uh|||.
The first row corresponds to the mesh shown in Figure 2. The subsequent rows
correspond to the subsequent uniform refinements of this mesh.
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First of all, we do not see any substantial dependence of the values on the mesh
refinement. This confirms the correctness of the approach and the correctness of the
numerical implementation. Further, we observe that if the complementary problems
are solved with the same orders of accuracy, i.e. with p = 1 and p̂ = 1, then the
complementary error bounds provide fair but not absolutely sharp results. They
overestimate the error roughly by 40–80%.


We point out that the number of degrees of freedom (DOFs) needed to compute zh
in the case p = 1 is comparable to the number of DOFs needed to compute uh (i.e. to
solve the primal problem). On the other hand, the number of DOFs needed for ŷh is
roughly six times higher. (There are two DOFs per edge and there is roughly three
times more edges than vertices in triangular meshes.)


If we invest more DOFs into the solution of the complementary problem and use
quadratic or even cubic finite elements, we obtain almost exact results. However, the
solution of the complementary problem then requires much more computational time
and such approach is not very practical. A remedy is presented in the last columns of
Tables 1–2. They show the results obtained by a fast and explicit approach from [2].
The number of needed arithmetic operations is proportional to the number of DOFs
in the primal problem. This is quite sharp and fast alternative.


The kind reader already noticed that certain values in Table 2 are less than one.
This seems as a contradiction with Theorem 2 which states that the error estimate
is an upper bound on the energy norm of the error. However, Theorem 2 assumes


η(uh, q + curl zh) η̂(uh, ŷh) η(uh,y
expl


h )
p = 1 p = 2 p = 3 p̂ = 1 p̂ = 2


h 1.410 1.008 1.000 1.789 1.099 1.419
h/2 1.419 1.002 1.000 1.791 1.052 1.405
h/4 1.422 1.001 1.000 1.791 1.027 1.406
h/8 1.424 1.000 1.000 1.790 1.013 1.407
h/16 1.424 1.000 1.000 1.790 1.007 1.408


Tab. 1: Indices of effectivity obtained in the first example.


η(uh, q + curl zh) η̂(uh, ŷh) η(uh,y
expl


h )
p = 1 p = 2 p = 3 p̂ = 1 p̂ = 2


h 1.708 1.000 0.978 1.000 0.978 1.047
h/2 1.692 1.000 0.990 1.000 0.990 1.128
h/4 1.686 1.000 0.995 1.000 0.995 1.153
h/8 1.683 1.000 0.998 1.000 0.998 1.158
h/16 1.683 1.000 0.999 1.000 0.999 1.158


Tab. 2: Indices of effectivity obtained in the second example.


217







both u and uh to be defined in the same domain Ω, but in the second example we
actually approximate the circular domain Ω by a polygon Ωh. Thus, strictly speaking
the assumptions of Theorem 2 are not satisfied. Anyway, if we refine the mesh and
use more precise approximation of the circular domain, we should obtain sharper
results. In Table 2, we observe that this is indeed the case.


9 Conclusions


In this paper we surveyed the complementary approach yielding the computable
and guaranteed upper bounds of the energy norm of error. A straightforward imple-
mentation of the complementary error bounds is computationally too expensive for
practical purposes. However, there are fast approaches providing sufficiently accurate
results.


From the point of view of reliability of numerical computations, the complemen-
tary approach is invaluable for its ability to provide computable and guaranteed
upper bounds on the error. These errors bounds used in an adaptive algorithm
enable to solve the given problem with prescribed accuracy. Up to the author’s
knowledge there is no available software, capable to solve for instance linear ellip-
tic problems with guaranteed accuracy. The complementary framework provides
theoretical background for the creation of such software.
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DERIVATION OF BDF COEFFICIENTS
FOR EQUIDISTANT TIME STEP∗


Miloslav Vlasák, Zuzana Vlasáková


Abstract


We present the derivation of the explicit formulae of BDF coefficients for equidis-
tant time step.


1 Introduction


In this paper we deal with the coefficients of Backward Differential Formu-
lae (BDF). BDF represent very important scheme for solving stiff ODE’s (see [2]
and [3]) which can arise from a lot of important practical tasks, see e.g. [1]. For
survey on solving stiff problems see [5]. In this paper we present the order con-
ditions for the coefficients of BDF which can be viewed as some linear system of
equations, formulate the explicit relations for the BDF coefficients and show that
these relations for BDF coefficients represent the solution of this system for arbi-
trary order. Advantage of our approach is that we use only simple arithmetic means
without differentiation. In fact, the differentiation is hidden in derivation of the order
conditions, where Taylor expansions are used.


2 BDF and order conditions


We consider y ∈ C1(0, T ) the solution of ordinary differential equation


y′(t) = F (t, y(t))), ∀t ∈ (0, T ), (1)


y(0) = A ∈ R.


We assume the equidistant partition tm = mτ , m = 0, . . . , r of interval [0, T ] with
discretization step τ = T/r. We denote ym the approximation to the exact solu-
tion y(tm). The difference equation


k∑
v=0


αvy
m+v = τF (tm+k, y


m+k), (2)


where αv are some suitable real constants, we call Backward Differential Formula
(BDF). We call the method (2) k–step BDF, if αk 6= 0 and α0 6= 0.


∗This work was supported by grant No. 10209/B-MAT/MFF of the Grant Agency of Charles
University.
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Now we formulate the order conditions. We say that BDF has order p ≥ 0, if


k∑
v=0


αvv
s = sks−1 (3)


for s = 0, . . . , p. The order conditions for general linear multistep method including
the proof can be found in e.g. [4].


Theorem 1. Let k ≥ 1. Then there exists only one k-step BDF of order k and this
method has the coefficients


αv ≡ (−1)k−v


(
k


v


)
1


k − v
, v = 0, . . . , k − 1, (4)


αk ≡
k∑


v=1


1


v
. (5)


3 Proof of Theorem


It is simple to see that (3) represents linear system of Vandermonde type (which
is obviously nonsingular), if p = k.


Lemma 1. The system of equations (3) is equivalent to the system:


k∑
v=0


αv = 0 (6)


k∑
v=0


αv(k − v) = −1 (7)


k∑
v=0


αv(k − v)s = 0 (8)


for s = 2, . . . , k.


Proof. We can see that matrix represented by the system (6)–(8) is nonsingular,
because similarly as in the previous case the matrix is of Vandermonde type. At
first we will prove that (7) and (8) follows from (3). First equation (6) is one of the
equations of (3). Second equation (7) we can divide into two parts and enumerate
them by (3):


k∑
v=0


αv(k − v) = k


k∑
v=0


αv −
k∑


v=0


αvv = 0− 1 = −1. (9)


The remaining equations (8) are proved using (3):
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k∑
v=0


αv(k − v)s =
k∑


v=0


αv


s∑
i=0


(
s


i


)
(−1)iks−ivi =


s∑
i=0


(−1)i
(
s


i


)
ks−i


k∑
v=0


αvv
i (10)


=
s∑


i=0


(−1)i
(
s


i


)
ks−iiki−1 = ks−1


s∑
i=0


(−1)i
s!


i!(s− i)!
i


= ks−1


s∑
i=1


(−1)i
s!


i!(s− i)!
i = −ks−1


s∑
i=1


(−1)i−1 s(s− 1)!


(i− 1)!(s− 1− (i− 1))!


= −sks−1


s−1∑
i=0


(
s− 1


i


)
(−1)i = −sks−1(1− 1)s−1 = 0


for s ≥ 2. Now we will prove that (3) follows from (6), (7) and (8). The equation (3)
for s = 0 is exactly (6). The rest we will prove by induction. As first step we will
prove that (3) holds for s = 1.


−
k∑


v=0


αv(k − v) = −k


k∑
v=0


αv +
k∑


v=0


αvv =
k∑


v=0


αvv = 1 = sks−1 (11)


Then let us assume that (3) holds for i = 1, . . . , s− 1. Then


0 =
k∑


v=0


αv(k − v)s =
k∑


v=0


αv


s∑
i=0


(−1)i
(
s


i


)
ks−ivi (12)


=
s∑


i=0


(−1)i
(
s


i


)
ks−i


k∑
v=0


αvv
i = (−1)s


k∑
v=0


αvv
s +


s−1∑
i=0


(−1)i
(
s


i


)
ks−i


k∑
v=0


αvv
i


With the induction assumptions we will get from the second term:
s−1∑
i=0


(−1)i
(
s


i


)
ks−i


k∑
v=0


αvv
i =


s−1∑
i=0


(−1)i
(
s


i


)
ks−iiki−1 (13)


= ks−1


s−1∑
i=0


(−1)i
(
s


i


)
i = −(−1)ssks−1 + ks−1


s∑
i=0


(−1)i
(
s


i


)
i


Now it is sufficient to show that
s∑


i=0


(−1)i
(
s


i


)
i =


s∑
i=1


(−1)i
(
s


i


)
i =


s∑
i=1


(−1)i
s!


i!(s− i)!
i (14)


= −s


s∑
i=1


(−1)i−1 (s− 1)!


(i− 1)!(s− 1− (i− 1))!
= −s


s∑
i=1


(−1)i−1


(
s


i


)


= −s
s−1∑
i=0


(−1)i
(
s− 1


i


)
= −s(1− 1)s−1 = 0


for s ≥ 2. From (12), (13) and (14) follows (3).
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Lemma 2. Let αv are the coefficients of k-step BDF of order k ≥ 2. Then


αv = (−1)k−v


(
k


v


)
1


k − v
(15)


for v = 0, . . . , k − 1.


Proof. Because we have shown in Lemma 1 that system of equations (3) is equivalent
to system (6), (7) and (8) and since αk depends only on (6) we can prove our lemma
by substituting to (7) and (8). When we substitute to (7) we get by binomial theorem


k∑
v=0


αv(k − v) =
k−1∑
v=0


αv(k − v) =
k−1∑
v=0


(−1)k−v


(
k


v


)
1


k − v
(k − v) (16)


=
k−1∑
v=0


(−1)k−v


(
k


v


)
=


k∑
v=0


(−1)k−v


(
k


v


)
− 1 = (1− 1)k − 1 = −1,


for k ≥ 1. Now we will prove the rest by induction. We denote αj
i the coefficient αi


of BDF of order j. As the first step we will prove that our αj
v satisfies (8) for s = 2,


2 ≤ j ≤ k:
j∑


v=0


αj
v(j − v)s =


j−1∑
v=0


αj
v(j − v)2 =


j−1∑
v=0


(−1)j−v


(
j


v


)
1


j − v
(j − v)2 (17)


=


j−1∑
v=0


−(−1)j−1−v j(j − 1)!


v!(j − 1− v)!


= −j


j−1∑
v=0


(−1)j−1−v


(
j − 1


v


)
= −j(1− 1)j−1 = 0


Now let us assume that αj
v satisfies (8) for j = 2, . . . , k − 1. Now we want to prove


that αk
v satisfies (8) for 2 ≤ s ≤ k. We know that it holds for s = 2. We will assume


that it holds for s− 1. From this follows
k∑


v=0


αk
v(k − v)s = k


k∑
v=0


αk
v(k − v)s−1 −


k∑
v=0


αk
v(k − v)s−1v (18)


= 0−
k−1∑
v=1


αk
v(k − v)s−1v = −


k−1∑
v=1


(−1)k−v


(
k


v


)
(k − v)s−2v


= −
k−1∑
v=1


(−1)k−1−(v−1) k(k − 1)!


(v − 1)!(k − 1− (v − 1))!
(k − 1− (v − 1))s−2


= −k


k−2∑
v=0


(−1)k−1−v (k − 1)!


v!(k − 1− v)!
(k − 1− v)s−2


= −k


k−2∑
v=0


αk−1
v (k − 1− v)s−1 = 0
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Lemma 3. Let αv are the coefficients of k-step BDF of order k ≥ 2. Then


αk =
k∑


v=1


1


v
(19)


Proof. We will use the notation αj
v for αv of the BDF of order j. It is easy to compute


that α1
1 and α2


2 satisfy our lemma. Now we want to show that αk+1
k+1 − αk


k = 1
k+1


,
which proves our lemma. From (6) follows


αk+1
k+1 = −


k∑
v=0


αk+1
v = −


k∑
v=0


(−1)k+1−v


(
k + 1


v


)
1


k + 1− v
(20)


= −(−1)k+1 1


k + 1
−


k∑
v=1


(−1)k+1−v


(
k + 1


v


)
1


k + 1− v


= −(−1)k+1 1


k + 1
−


k∑
v=1


(−1)k−(v−1) 1


v


(k + 1)k!


(v − 1)!(k − (v − 1))!


1


k − (v − 1)


= −(−1)k+1 1


k + 1
−


k−1∑
v=0


(−1)k−v


(
k


v


)
1


k − v


k + 1


v + 1


= −(−1)k+1 1


k + 1
−


k−1∑
v=0


αk
v


k + 1


v + 1


Now we can compute αk+1
k+1 − αk


k. From (20) and αk
k = −∑k−1


v=0 α
k
v we get


αk+1
k+1 − αk


k = −(−1)k+1 1


k + 1
−


k−1∑
v=0


αk
v


(
k − v


v + 1


)
(21)


= −(−1)k+1 1


k + 1
−


k−1∑
v=0


(−1)k−v


(
k


v


)
1


k − v


(
k − v


v + 1


)


= −(−1)k+1 1


k + 1
−


k−1∑
v=0


(−1)k−v k!


(v + 1)!(k − v)!


= − 1


k + 1


(
(−1)k+1 +


k−1∑
v=0


(−1)k+1−(v+1) (k + 1)!


(v + 1)!(k + 1− (v + 1))!


)


= − 1


k + 1


(
(−1)k+1 +


k∑
v=1


(−1)k+1−v


(
k + 1


v


))


= − 1


k + 1


k∑
v=0


(−1)k+1−v


(
k + 1


v


)
=


1


k + 1
− 1


k + 1


k+1∑
v=0


(−1)k+1−v


(
k + 1


v


)


=
1


k + 1
− 1


k + 1
(−1 + 1)k+1 =


1


k + 1
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We can verify by simple calculation that Lemma 2 and Lemma 3 hold for k = 1,
too.
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LIMITED-MEMORY VARIABLE METRIC METHODS THAT USE
QUANTITIES FROM THE PRECEDING ITERATION∗


Jan Vlček, Ladislav Lukšan


1. Introduction


In this contribution, a new family of globally convergent limited-memory (LM)
variable metric (VM) line search methods for unconstrained minimization is pre-
sented. Numerical results indicate that the new methods can save computational
time substantially for certain problems in comparison with the well-known L-BFGS
method, see [3], [8].


VM or quasi-Newton line search methods, see [2], [4], start with an initial point
x0 ∈ RN and generate iterations xk+1 ∈ RN by the process xk+1 = xk+sk, sk = tkdk,
k ≥ 0, where dk is the direction vector and tk > 0 is a stepsize.


It is assumed that the problem function f : RN → R is differentiable and step-
size tk is chosen in such a way that


fk+1 − fk ≤ ε1tkg
T
k dk, gTk+1dk ≥ ε2g


T
k dk, (1)


k ≥ 0, where 0 < ε1 < 1/2, ε1 < ε2 < 1, fk = f(xk), gk = ∇f(xk) and dk = −Hkgk
with a symmetric positive definite matrix Hk; usually H0 is a multiple of I and Hk+1


is obtained from Hk by a rank-two VM update to satisfy the quasi-Newton condition
Hk+1yk = sk (see [2], [4]), where yk = gk+1 − gk, k ≥ 0. For i ≥ 0 we denote


bi = sTi yi, Vi = I − (1/bi)siy
T
i


(note that sTi yi > 0 for gi ̸= 0 by (1)). To simplify the notation we frequently omit
index k and replace index k + 1 by symbol + and index k − 1 by symbol −.


The L-BFGS method (LM variant of the well-known BFGS method, see [3], [8])
is based on the following quasi-product form of the BFGS update


H+ = (1/b)ssT + V HV T . (2)


The advantage of this form consists in the fact that only the last m̃+1 = min(k+1,m)
couples {si, yi}ki=k−m̃, where m ≥ 1 is a given parameter, are stored to compute the
direction vector dk+1 = −Hk+1gk+1 by the Strang recurrences, see [8]. Matrices Hk+1


are not computed, only defined by Hk+1 = Hk+1
m̃+1, k ≥ 0, where


Hk+1
0 = (bk/|yk|2)I, (3)


Hk+1
i+1 = (1/bj)sj s


T
j + VjH


k+1
i V T


j , j = k − m̃+ i, 0 ≤ i ≤ m̃ . (4)


∗This work was supported by the Grant Agency of the Czech Republic, project No. 201/09/1957,
and the Institutional research plan No. AV0Z10300504.
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Note that matrixHk, which satisfies dk = −Hkgk, is different from matrixHk+1
m̃ in


the last update (4) in general; among others since matrixHk is created by updating of
matrix Hk


0 = (bk−1/|yk−1|2)I, not Hk+1
0 = (bk/|yk|2)I. Thus Hk+1


m̃ gk ̸=−dk generally.
The Strang recurrences cannot be used directly for other updates from the Broy-


den class (see [2], [4]) than for the BFGS update (but another efficient approach is
possible, see [6]). Some generalizations of the L-BFGS method are investigated in [9].
Here we focus on the approach which uses quantities from the preceding iteration.


Note that our methods do not belong to the Broyden class and has some common
features with the multi-step quasi-Newton methods (see e.g. [7]).


We describe the new class of VM updates in Section 2 and the corresponding
algorithm in Section 3; global convergence is treated in Section 4 and numerical
results are reported in Section 5. Details and proofs of assertions can be found in [9].


2. The new class of methods


The Broyden class updates except for the BFGS update need calculate vector Hy
in every iteration. This drawback can be eliminated by utilization of the quasi-
Newton condition Hy− = s−. Although it is not satisfied in LM case, in this way
we can construct efficient methods that use the same number of stored vectors and
matrix by vector multiplications as the L-BFGS method, see Section 3.


Theorem 2.1. Let matrix H be symmetric positive definite, Hy− = s−, σ ∈ (−1, 1),


s̄ = s − σ
√
b/b− s−, ȳ = y − σ


√
b/b− y−, b̄ = s̄Ty ̸= 0 and ϱ̄ = (1 − σ2) b/b̄. Then


update HNB
+ with parameter σ given by


HNB
+ = (ϱ̄/ b̄) s̄s̄T + V̄ HV̄ T , V̄ = I − (1/ b̄) s̄ȳT , (5)


is positive definite and satisfies the quasi-Newton condition HNB
+ y = s (for σ= 0 we


obtain the BFGS update and assumption Hy−=s− can be omitted). If σ= sTy−/
√
bb−


then s̄Ty− = 0, b̄ = s̄T ȳ and if also σ ∈ (−1, 1) and b̄ > 0, then (5) represents the
generalized BFGS update with nonquadratic correction parameter ϱ̄ (see [4]), with
vectors s and y replaced by s̄, ȳ. If σ = sT−y/


√
bb− then sT−ȳ = 0 and ϱ̄ = 1.


Our numerical experiments indicate that convergence is significantly deteriorated
when |σ| → 1 and that all values σ satisfying |σ| ≤ 1/2 with a suitable sign (Theo-
rem 2.1 and Lemma 2.1 motivate us to use the sign of sTy−) give very good results.


Lemma 2.1. Let Hy− = s− and f be quadratic function f(x) = 1
2
(x−x∗)TG(x−x∗),


x∗ ∈ RN , with a symmetric positive definite matrix G. If vectors s, s− are linearly
independent and update HNB


+ of matrix H is given by (5) then choice σ = sTy−/
√
bb−


(or equivalently σ = sT−y/
√
bb−) satisfies b̄ > 0, σ ∈ (−1, 1), ϱ̄ = 1 and HNB


+ y− = s−.


Note that we need not calculate value sTy−. We use only the sign of sTy−,
therefore in view of the following lemma we can utilize the value sT−g, computed
during the line search procedure, in spite of the fact that assumption d = −Hg is
not appropriate to LM updates, see Section 1. In Section 3 we describe a choice of
the sign of σ in details.
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Lemma 2.2. Let H be nonsingular matrix, Hy−=s−.If d=−Hg then sTy−=−tsT−g.


Taking into account Theorem 2.1 and Lemma 2.1, we will choose such parameter
σ ∈ (−1, 1) that corresponding b̄ is positive and not too small in comparison with b
in a sense that b̄ ≡ b(1− σ sT−y/


√
bb− ) ≥ b(1− λ), λ ∈ (0, 1), which is equivalent to


σ sT−y ≤ λ
√
bb−. The following lemma shows that in case that b̄ < b(1− λ) for some


σ ∈ (−1, 1), we can replace this σ by a more appropriate value.


Lemma 2.3. Let σ sT−y > λ
√
bb− for some λ ∈ (0, 1). Then sT−y ̸= 0 and value


σ̂ = λ
√
bb−/|sT−y| > 0 satisfies ±σ̂ sT−y ≤ λ


√
bb− (for both signs) and σ̂ < |σ|.


3. Implementation


Here we give the procedure based on Section 2. We define matrices Hk+1
0 and


Hk+1 = Hk+1
m̃+1, m̃ = min(k,m−1), m ≥ 1, k ≥ 0, by relations similar to (3), (4).


Instead of matrices Hk, only m̃+1 ≤ m couples of vectors are stored here to compute
the direction vector dk+1 = −Hk+1gk+1, using the Strang recurrences, see [8], with
a little modification - using transformed nonquadratic correction parameter ϱ̄, see [4].


We choose the sign of σ in accordance with the sign of −tsT−g ≈ sTy−, see
Lemma 2.2 and Theorem 2.1. Since sTy− = sT−y for f quadratic, see Lemma 2.1,
we prefer the sign of sT−y in case that |tsT−g| is too small in comparison with |sT−y|
(constant 20 in Step 2 was found empirically). Using Lemma 2.3, we bound |σ| to
have b̄ not too small, compared with b. For simplicity, we omit stopping criteria.


Algorithm 3.1


Data: The number m of VM updates per iteration, upper bound σ ∈ (0, 1) for
|σk|, safeguard parameter λ ∈ (0, 1) and line search parameters ε1 and ε2,
0 < ε1 <


1
2
, ε1 < ε2 < 1.


Step 0: Initiation. Choose the starting point x0 ∈ RN , define direction vector d0 =
−g0 and initiate iteration counter k to zero.


Step 1: Line search. Compute xk+1 = xk + tkdk, where tk satisfies (1), gk+1 =
∇f(xk+1), yk = gk+1 − gk and bk.


Step 2: Update preparation. If |sT−y| > 20t|sT−g| set νk = sgn(sT−y), otherwise set
νk = −sgn(sT−g). Choose parameter σ̌k ∈ [0, σ] (for k = 0 we choose σ̌k = 0)
and set σk = νk σ̌k. If σk s


T
−y > λ


√
bb− set σk = λνk


√
bb−/|sT−y|. Using


Theorem2.1, compute b̄k, s̄k and ϱ̄k and define V̄k.


Step 3: Update definition. Set m̃ = min(k,m − 1) and define Hk+1
0 = (bk/|yk|2) I


and Hk+1 ≡ Hk+1
m̃+1 by


Hk+1
i+1 = (ϱ̄j/b̄j)s̄j s̄


T
j + V̄jH


k+1
i V̄ T


j , j = k − m̃+ i, 0 ≤ i ≤ m̃ . (6)


Step 4: Direction vector. Set k := k + 1 and compute dk = −Hkgk by the modified
Strang recurrences, using the definition of matrices {Hk


i }
min(k,m)
i=0 , and go to


Step 1.
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4. Global convergence


Assumption 4.1. The objective function f : RN → R is bounded from below and
uniformly convex with bounded second-order derivatives (i.e. 0 < G ≤ λ(G(x)) ≤
λ(G(x)) ≤ G < ∞, x ∈ RN , where λ(G(x)) and λ(G(x)) are the lowest and the
greatest eigenvalues of the Hessian matrix G(x)).


Since our new LMmethods do not belong to the Broyden class, the usual approach
must be modified. The following lemma before the main theorem plays basic role.


Lemma 4.1. Let matrix A be symmetric positive definite, ϑ > 0, τ ̸= 0, u ∈ RN


and v ∈ RN . Then update A+ given by A+ = τ 2ϑuuT +
(
I − τ uvT


)
A


(
I − τ vuT


)
is positive definite and satisfies


Tr(A+) ≤ τ 2ϑ|u|2 + Tr(A)
(
1 + |τ |(|u||v|)


)2
, (7)


Tr(A−1
+ ) ≤ Tr(A−1) + |v|2/ϑ. (8)


Theorem 4.1. Let objective function f satisfy Assumption 4.1. Then Algorithm3.1
generates a sequence {gk} that either terminates with gk=0 for some k or lim


k→∞
|gk|=0.


5. Numerical results


First we demonstrate the influence of parameter σ on the number of evaluations
and computational time, using the collection of sparse and partially separable test
problems from [5] (Test 14, 22 problems) with N = 1000, m = 10, λ = 1/2 and the
final precision ∥g(x⋆)∥∞ ≤ 10−6.


Results are given in Table 1, where ’NFE’ is the total number of function and
also gradient evaluations over all problems, ’Time’ the total computational time in
seconds and ϕ is the arithmetic mean of values ’NFE’ and ’Time’ over all σ.


σ NFE Time σ NFE Time


0.0 22522 8.36 0.3 19854 7.42


0.033 22185 8.25 0.333 19865 7.36


0.067 21121 7.80 0.367 20068 7.49


0.1 20751 7.72 0.4 21359 7.81


0.133 20940 7.82 0.433 21250 7.82


0.167 20929 7.77 0.467 20779 7.71


0.2 20144 7.55 0.5 19754 7.28


0.233 20579 7.62 0.533 20207 7.39


0.267 22064 8.08 ϕ 20845 7.72


L-BFGS: NFE = 22092 Time = 8.91


Tab. 1: Influence of parameter σ for Test 14.
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NFV Percentage increase of NFV for σ =
Problem N l-bfgs .05 .10 .15 .20 .25 .30 .35 .40 .45 .50


BDQRTIC 5000 248 -29 -10 -19 -43 -33 -16 -8 -18 5 -26
BROYDN7D 2000 3029 -1 -2 -3 -3 -3 -3 -2 0 2 6
CHAINWOO 1000 515 -8 -13 -19 -14 -18 -13 -20 -17 -15 -14
CURLY10 1000 5628 4 8 8 5 -5 2 -1 3 -7 -3
CURLY20 1000 6852 -6 -7 -6 -9 -9 -7 -10 -9 -7 -10
CURLY30 1000 7222 -3 -5 -5 -7 -10 -10 -5 -9 -13 -7
DIXMAANE 3000 249 -4 -3 -4 6 -4 -4 -10 2 -11 -10
DIXMAANF 3000 189 1 2 14 14 16 14 11 -2 -4 13
DIXMAANG 3000 188 11 17 9 5 10 6 13 6 6 -7
DIXMAANH 3000 185 7 12 15 10 10 7 -6 5 -4 5
DIXMAANI 3000 881 -9 -12 -17 -14 -27 -33 -40 -64 -77 -35
DIXMAANJ 3000 317 -3 -3 -4 -5 0 -9 -6 -16 17 20
DIXMAANK 3000 270 9 -5 -11 -7 7 4 16 7 37 28
DIXMAANL 3000 263 0 -8 -10 -3 -10 -13 -9 8 8 14
FLETCBV2 1000 944 28 1 -6 26 35 35 23 54 37 -4
FMINSRF2 5625 305 5 1 2 2 2 1 2 8 6 3
FMINSURF 5625 460 0 -2 4 13 -6 -18 -4 3 -3 -13
GENHUMPS 1000 2223 8 26 14 17 41 19 27 47 52 48
GENROSE 1000 2393 -2 -2 0 0 2 3 5 8 10 13
MOREBV 5000 116 3 3 -10 -7 -1 -3 -5 -2 0 5
MSQRTALS 529 3622 -22 -9 -22 3 -7 -10 -4 -12 -27 -12
NCB20 1010 497 3 33 28 7 48 10 -5 25 4 3
NCB20B 1000 1792 -5 -23 -5 -5 -8 -9 -9 -12 -9 -6
NONCVXU2 1000 3902 -11 -17 -4 4 -2 -13 -9 0 -16 -39
NONDQUAR 5000 4244 -17 3 1 3 -1 -11 3 13 -16 -10
POWER 500 110 -5 -7 -7 -5 -12 -13 -14 -13 -11 -13
QUARTC 5000 236 0 0 0 0 0 0 0 0 0 0
SINQUAD 5000 339 5 3 3 -3 10 0 1 11 -3 7
SPARSINE 1000 10680 -10 -8 -8 -4 -12 -9 -11 -15 -26 -19
SPMSRTLS 4999 224 1 0 -1 0 -5 -2 1 -2 -2 -3
VAREIGVL 500 168 -3 -4 -3 -10 -10 -15 -5 -8 -9 -11
All problems 58291 -5.6 -3.5 -3.8 -1.2 -4.0 -5.7 -4.2 -2.6 -10.2 -8.1


Tab. 2: CUTE - Percentage increase of NFV against L-BFGS.


For a better comparison with the L-BFGS method, we performed additional tests
with problems from the widely used CUTE collection [1] with various dimensions N ,
m = 10, λ = 1/2 and the final precision ∥g(x⋆)∥∞ ≤ 10−6. The percentage increase
of NFV for various values of parameter σ against NFV for the L-BFGS (negative
values indicate that our results are better than for the L-BFGS) is given in Table 2,
where NFV is the number of function and also gradient evaluations. In the last line,
the total values over all problems and their percentage increase are given.
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Our limited numerical experiments indicate that the suitable choice of param-
eter σ can improve efficiency of limited-memory methods, substantially for some
problems.
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SIMULATION OF TRANSPORT COLUMN EXPERIMENTS –
TRACING TESTS∗


Vratislav Žabka, Jan Šembera


Abstract


This paper presents the modelling of tracing tests in column experiments. Pro-
gram Transport was used for the simulation. Its main function is not to predict
results of experiments but to compare influence of individual physical and chemical
processes to the experiment results. The one-dimensional advection-diffusion model
is based on Finite Volume Method; it includes the triple porosity concept, sorption,
retardation, and chemical reactions simulated using connected program React from
The Geochemist’s Workbench package or PhreeqC.


The program Transport simulates not only the processes inside the column but
also preparation of entering solutions and measurement methods of outgoing solution
parameters.


Features of the program Transport allow a more precise simulation of the ongoing
action and study the interaction of tested solutions and rocks. In the last chapter
we introduce a simple example of using the program Transport to study a physical
phenomenon inside column. It is sorption of sodium ions on colloidal particles of the
quartz sand.


Keywords: column experiment; tracing test; groundwater modelling; sorption


1 Introduction


Importance of modelling is rising due to frequent contamination of the ground-
water. In the last twenty years, the coupling of hydrologic transport and reactive
chemistry has been fast developed. The observed influence of chemical and bio-
chemical reaction to transport is the reason for the effort to coupling of hydrologic
transport and reactive chemistry.


Column experiments are important for correct set up of 3D model parameters.
With column experiment we evaluate properties of the tested rock (like sorption ca-
pacity, pore volume etc.). Good understanding of processes in the column is required
for correct differentiation of individual processes. Thus, the most comprehensive
model of the column is needed for accurate estimation of parameters.


The Transport program includes some innovations comparing to conventional
models. These innovations can be divided in three groups: 1) more precise geometri-
cal and physical model of the column experiment; 2) major attention to the reactive


∗This result was realized under the state subsidy of the Czech Republic within the research
and development project “Advanced Remedial Technologies and Processes Center” 1M0554 - Pro-
gramme of Research Centers supported by Ministry of Education and by the Technical university
in Liberec within the students’ project “Study of chemical processes for groundwater remediation”.
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component of the process; and 3) communication between transport and reactive
component of the process.


In paragraph three we are engaged in streamlining communication between pro-
grams. The Transport program, which is being developed by authors of this paper,
first computes the transport processes. Then it sends the request to one of the
geochemical software PhreeqC or The Geochemist’s Workbench. Geochemical pro-
gram calculates chemical equilibrium and sends data back to the Transport program.
Both geochemical programs are commercial and we do not intervene in their code.
Thermodynamic equilibrium is calculated by finding a minimum of Gibbs function.


Every group is important for the simulation but for the purposes of this work we
describe especially geometrical and physical model innovations.


2 Geometrical and physical model innovation


The simplest model of column experiment is a cylinder consisting of porous
medium (Figure 1). In our case, we have used one-dimensional model based on
the Finite Volume Method. The inlet is modelled by boundary condition defining
species concentrations as piecewise constant functions in time. The result of the
simulation is the chemical composition of the solute outgoing from the column.


The real column experiment looks slightly different and some simplifications af-
fect computed parameters. In this chapter we briefly describe correction of two
simplifications that are most relevant: 1) input and output chamber of the column
and 2) output flask.


By the terms input and output chamber of the column we mean the volumes
ahead of the porous medium cylinder and behind this cylinder. Those parts of the


Fig. 1: Scheme of laboratory column experiment.
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column are formed due to technology of column creation and they have various
effects in various column experiments. Both chambers frequently contain another
material than the column cylinder. When we do not include chambers into the
model of column experiment, the parameters can be calibrated incorrectly. For
better understanding we present the equation (3) for computation of concentration
of one species in the input chamber. All these equations (2), (3), (4) are based on
the principle of mass conservation and on the relation (1).


Q =
C · V
t


(1)


C0(t+∆t) = C0(t) + (Cvst(t)− C0(t))
∆t ·Q(t)


V0


(2)


where C0 [mg·l−1] is concentration of one species in the input chamber, t [s] is the
actual time, V0 [l] is volume of the input chamber, Cvst [mg·l−1] is the concentration
of the input solution and Q [l·s−1] is the flow rate. Another type of the simplest
model extension is the model of the output flask. The solute concentrations and
properties in the real column experiment are measured in the output flask. The
solution outflows from the output chamber into the output flask. At a certain time
the flask is replaced and analyzed. Composition of the solution in the output flask
is different than composition of the solute outflowing from the column computed by
the simplest model. This is the reason why we include the computation of the output
flask into the model. It is described by equations (3) and (4):


VN+2(t+∆t) = VN+2(t) + ∆t ·Q(t) (3)


CN+2(t+∆t) =
CN+2(t) · VN+2(t) + ∆t ·Q(t) · CN+1(t)


VN+2(t+∆t)
(4)


where the index N + 1 refers to the output chamber, and the index N + 2 refers to
the output flask.


3 Geochemical reaction modeling


Following [1], while the coupling of hydrologic transport and chemical reaction
models is an active area of research, the development of chemical reaction batch
models has received much less attention. Whereas reactive parameters setting is
more difficult then setting of transport parameters. Reactive transport program
cannot only compute with species concentrations. Information about other solute
properties is important to include. Those properties are changing along the column
experiment depending on current reactions and ambient conditions.


For example, setting of the solute and external atmosphere equilibrium is impor-
tant for solute properties and inside chemical reactions. Otherwise setting of precip-
itation processes have an effect to solute composition and sometimes also transport
properties. E.g. when column experiment takes only few days, it is not possible for
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hematite to precipitate; the mineral hematite is the final product of precipitation
for solution including oxygen and iron but its precipitation needs at least hundreds
of years and column experiments do not last as long, so we have to suppress this
mineral in the thermodynamic equilibrium computations.


In the case of tracing tests, reactive component plays not such a significant role.
Into the column filled with rocks whose pores are saturated with water, NaCl solution
is injected. There are no chemical reactions which could significantly affect properties
of the solution. But there are other physical phenomena that can influence solution
properties. One of them is sorption.


4 Example of using the model – simulation of sorption


Our column experiments use quartz sand, which contain colloidal particles.
According to [3], in natural waters with pH of 6–8 clay minerals are cationic. These
minerals may exchange the crystal lattice ions for cations in solution because minerals
surface charge is mostly negative (electrostatic sorption). Quartz clay may exchange
calcite ions for sodium ions.


The effect of solute concentration on the adsorption is described by adsorption
isotherms. In the simple case of equilibrium sorption, Langmuir isotherm corre-
sponds with electrostatic adsorption the best way. To compute the concentration of
absorbate, analytical solution of equation system is used in the program Transport.
Except of Langmuir isotherm equation (5) system contains also the mass conserva-
tion equation (6).


Cs = Cmax
CrKL


1 + CrKL


(5)


Cs0 + Cr0 = M = Cs + Cr (6)


where Cs [mg·l−1] is concentration of adsorbate adsorbed of the adsorbent,
Cmax [mg·l−1] is the maximal concentration of adsorbate adsorbed of the adsorbent.
KL [mg·l−1] is the adsorption constant, Cr [mg·l−1] is the concentration of adsorbate
in liquid, M [mg·l−1] is total concentration of the substance.


Custom column experiment consists in injecting a certain amount of tracers
(sodium chloride) in the column, a constant flow of fresh water column. At the
exit from the column mainly monitors the solution conductivity and pH.


When we simulated the situation without sorption, computed pH is changing
minimally (see pH-model in Figure 2). These results did not correspond to the mea-
surement. But simulation of conductivity fit well. When sorption of Na+ according
to the Langmuir isotherm is included into calculatin, the calculated conductivity does
not significantly change. The calculated pH in this case approaches the measured
values much better then without sorption simulation (see pH-model with sorption in
Figure 2).
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Fig. 2: Tracing test – dependence conductivity and pH on time of the experiment. It was
injected 10ml of NaCl solution (20 g·l−1).


5 Conclusion


This paper presented changes in column experiment model that were done to
improve understanding of reactive transport processes. Parameters of real column
experiment can be more precisely estimated and better implemented to 3D ground-
water simulation.


In the last section, possibilities of use of the program Transport for the study
of physical and chemical phenomena that take place inside the column during the
tracing tests were presented.
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NUMERICAL APPROACH TO A RATE-INDEPENDENT MODEL
OF DECOHESION IN LAMINATED COMPOSITES∗


Jan Zeman, Pavel Gruber


Abstract


In this paper, we present a numerical approach to evolution of decohesion in lami-
nated composites based on incremental variational problems. An energy-based frame-
work is adopted, in which we characterize the system by the stored energy and dissi-
pation functionals quantifying reversible and irreversible processes, respectively. The
time-discrete evolution then follows from a solution of incremental minimization prob-
lems, which are converted to a fully discrete form by employing the conforming finite
element method. Results of a benchmark problem suggest that the resulting model
allows to describe both initiation and propagation of interfacial decohesion, with a low
sensitivity to spatial discretization.


1 Introduction


The overall behavior of the vast majority of engineering materials and structures
is significantly affected or even dominated by the presence of interfaces (i.e. inter-
nal boundaries). This is particularly true for composite materials, where interfaces
provide weak spots from which damage initiates at different levels of resolution.
Therefore, in the engineering community, considerable research efforts have been fo-
cused on the adequate description and simulation of interfacial behavior; see, e.g.,
a recent review [14] for additional details.


During the last decade, the cohesive zone concept has established itself to be
a convenient tool to predict interfacial damage initiation and propagation, both from
the modeling [19] and computational [3] viewpoints. In this framework, originally
introduced for quasi-brittle material by Hillerborg et al. [8], behavior of the bulk
material is assumed to be damage-free, whereas the interfacial response is described
by means of an inelastic law formulated in terms of interfacial separation and cohesive
tractions bridging the crack. Such description is also well-suited to treatment by
methods of computational inelasticity, particularly when applied in the quasi-static
setting (i.e. neglecting viscosity and inertia effects).


Under this modeling assumption, the delamination problem can be conveniently
described by the theory of Energetic Rate-Independent Systems developed by Mielke
and co-workers, see [11] for a general overview. In this framework, a mechanical sys-
tem is characterized by a time-dependent stored energy functional E and a dissipation


∗This work was supported by grant No. 106/08/1379 of the Czech Science Foundation and by the
Grant Agency of the Czech Technical University in Prague, grant No. SGS10/020/OHK1/1T/11.
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distance D, quantifying the reversible and irreversible processes in the system, respec-
tively. When supplemented with suitable initial data, evolution of the system then
follows from conditions of energetic stability and conservation of energy, formulated
solely in terms of E and D. This provides a mathematical basis to study a wide range
of problems of inelastic solid mechanics in a unified way. Moreover, the framework
naturally leads to the time-incremental energy minimization concept, thus providing
a starting point for the subsequent numerical treatment by optimization methods.


In the context of delamination, the rate-independent approach was first employed
by Kočvara et al. [9] to study systems with perfectly brittle interfaces and later
extended even to fully rate-dependent systems subject to temperature changes [17].
In this contribution, the focus is on numerical and engineering aspects of the rate-
independent setting. In Section 2, we introduce an energy-based delamination model
of the Ortiz-Pandolfi type [15], characterized by a piecewise affine traction-separation
law. For simplicity, the small-strain setting is adopted and the bulk material is
assumed to be described by linear elasticity. In Section 3, we briefly review available
existence results for the time-independent problem, which are used to construct fully
discrete schemes based on the finite element method in Section 4. The paper is
concluded by an illustrative example of flexural delamination.


2 The model setup


Let Ω ⊂ Rd (d = 2, 3) be a bounded Lipschitz domain with boundary ∂Ω and let
us consider its decomposition into a finite number of mutually disjoint Lipschitz sub-
domains Ω(i), i = 1, ..., N . Further, for N ≥ j > i, we denote by Γ(ij) = ∂Ω(i) ∩ ∂Ω(j)


the (possibly empty) common boundary between Ω(i) and Ω(j).


Kinematics of the system is described by independent domain displacement fields
u(i) : Ω(i) → Rd. Local impenetrability is enforced by means of the Signorini condi-
tion, requiring


JunK(ij) ≥ 0 on Γ(ij) where JunK(ij) = JuK(ij) · n(ij), (1)


Here, n(ij) denotes the unit normal to Γ(ij) oriented from Ω(j) to Ω(i) and JuK(ij) =
u(i)|Γ(ij) − u(j)|Γ(ij) , JuK(ij) : Γ(ij) → Rd denotes the interfacial displacement jump,
with u(i)|Γ(ij) being the trace of u(i) on Γ(ij). We assume that the system is subject
to a time-dependent boundary displacement wD(t), t ∈ [0;T ] imposed on the time-
independent Dirichlet part of the boundary ΓD ⊂ ∂Ω. As for the interfacial damage
processes, these are quantified by the damage variable ω(ij) : Γ(ij) → [0; 1], with
ω(ij)(x) = 0 and ω(ij)(x) = 1 indicating a healthy and a fully damaged interfacial
point x ∈ Γ(ij), see Figure 1(a) for an illustration.


As indicated earlier, we shall characterize evolution of the system by means of
certain energetic functionals. First, we introduce the spaces of admissible state
variables in the form
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U =
{
u ∈ L2(Ω;Rd) : u(i) ∈ W 1,2(Ω(i);Rd),u(i) = 0 on ∂Ω(i) ∩ ΓD, (2)


JunK(ij) ≥ 0 on Γ(ij)
}
,


Z =
{
ω ∈ L∞(∪ijΓ


(ij)) : ω(ij) ∈ L∞(Γij) : 0 ≤ ω(ij) ≤ 1 on Γ(ij)
}
, (3)


and define the stored energy functional E : [0;T ]× U × Z → R as


E(t,u, ω) =
N∑
i=1


1
2


∫


Ωi


ε
(
u(i) + u


(i)
D (t)


)
: C(i) : ε


(
u(i) + u


(i)
D (t)


)
dΩ


+
N∑
i=1


N∑
j=i+1


∫


Γ(ij)


e(ij)
(JuK(ij), ω(ij)


)
dS, (4)


where ε(u) = 1
2
(∇u + (∇u)T) ∈ Rd×d denotes the small-strain tensor, C(i) ∈


Rd×d×d×d is the positive-definite material stiffness tensor of the i-th domain and
e(ij) : Rd × R → R denotes the density of stored interfacial energy presented
later in Section 2.1. Further, u


(i)
D (t) is the restriction of an extension uD(t) of


the the time-dependent Dirichlet boundary conditions, i.e. uD(t)|ΓD
= wD(t) with


uD(t) ∈ W 1,2(Ω;Rd).
Since the domains are assumed to be elastic, the irreversible processes occur only


at the interfaces. Therefore, the dissipation distance D : Z × Z → R, quantifying
the energy dissipated by changing the internal variable from ω1 to ω2, admits the
expression


D(ω1, ω2) =
N∑
i=1


N∑
j=i+1


∫


Γ(ij)


d(ij)(ω
(ij)
1 , ω


(ij)
2 ) dS, (5)


where d(ij) : R×R→ R is the density of dissipated interfacial energy specified next.


2.1 Interfacial constitutive law


To introduce the cohesive zone model, we consider the following decomposition
of interfacial displacement jumps (the superscript •(ij) is dropped for the sake of
brevity)


Ω(1)


Ω(2)
Γ(12)


ΓD


ΓD


ΓD


ΓD


n
(12)


ω
(12) = 0 ω


(12) = 10 < ω
(12)


< 1


δ


σ


σc


δc


Gc


ωδc0


1 k(ω)


(a) (b)


Fig. 1: (a) An example of the introduced notation and of (b) the traction-separation law.


241







JuK = JunKn+ JusK, (6)


where the normal displacement jump un follows from Eq. (1) and JusK denotes the
tangential component. The vector of interfacial tractions t ∈ Rd is decomposed
analogously:


t = σnn+ ts where σn = t · n. (7)


Following [15], we introduce the effective interfacial displacement jumps and tractions
in the form


δ(JuK)2 = u2
n + β2‖us‖2, σ(t)2 = σ2


n + β−2‖ts‖2, (8)


where β > 0 is a mode mixity parameter, which needs to be determined from ex-
periments. Due to the adopted linear traction-separation law, the perfect interface
(with ω = 0) is characterized by its strength σc (in Pa) and maximal effective open-
ing δc (in m), cf. Figure 1(b). The area under the traction-separation line gives the
density of the dissipated energy Gc =


1
2
σcδc for ω1 = 0 and ω2 = 1. For general case,


this yields the following expression for the stored and dissipated energies:1


e(JuK, ω) =
1


2


σc(1− ω)


δcω
δ2(JuK) = 1


2
k(ω)δ2(JuK), (9)


d(ω1, ω2) =


{
Gc(ω2 − ω1) for ω2 ≥ ω1,


+∞ otherwise.
(10)


Note that the ’+∞’ term in Eq. (10) corresponds to the damage unidirectionality,
i.e. the damage variable ω never decreases during the decohesion process.


3 Incremental energetic minimization


The evolution of the mechanical system will be described using a time-incremental
approach, where each step corresponds to a variational minimization problem. To
this goal, we discretize the time interval [0;T ] as 0 = t0 < t1 = t0 + ∆t < · · · <
tM = T and abbreviate uk = u(tk) and ωk = ω(tk). Then, given the initial condition
(u0, ω0) ∈ U × Z , the time-incremental solution is defined via


Definition 1 (Time-incremental solution). For k = 1, 2, . . . ,M , find iteratively
(uk, ωk) ∈ U × Z such that


(uk, ωk) = arg min
(u,ω)∈U ×Z


E(tk, u, ω) +D(ωk−1, ω). (11)


1Note that for k → ∞ for ω → 0+, which agrees with the assumption of perfect interface, but
leads to numerical difficulties. Therefore, in the numerical experiments, the ω = 0 case is replaced
with ω = ωin < 1.
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The existence of the time-discrete solution to the delamination problem follows
from the next proposition, proven in [9]:


Proposition 1. Assume that measd−1


(
∂Ω(i) ∩ ΓD


) 6= 0 for i = 1, 2, . . . , N , wD(tk) ∈
W 1/2,2(ΓD;Rd) for k = 1, 2, . . . ,M and that


(u0, ω0) = arg min
(u,ω)∈U ×Z


E(0, u, ω) +D(ω0, ω). (12)


Then for all k = 1, 2, . . . ,M we have


i) existence of time-incremental solution (uk, ωk) ∈ U × Z ,


ii) stability of (uk, ωk):


E(tk,uk, ωk) ≤ E(tk,u, ω) +D(ωk, ω) (13)


for all (u, ω) ∈ U ×Z,


iii) two-sided energy inequality
∫ tk


tk−1


∂tE(t,uk, ωk) dt ≤ E(tk−1,uk−1, ωk−1) +D(uk−1, ωk)− E(tk,uk, ωk)


≤
∫ tk


tk−1


∂tE(t,uk−1, ωk−1) dt. (14)


4 Numerical treatment


The developments presented up to this point provide a convenient framework for
an implementable numerical scheme, obtained by discretizing the time-incremental
formulation (11) in the space variables by the finite element method. In particular,
we employ low-order discretizations of domain displacements u(i) by P 1-continuous
finite elements and of interfacial damage variables ω(ij) by P 0 finite elements, as this
choice is supported by convergence proofs for h → 0 in [12].


To this goal, each domain Ωi is triangulated using elements with a mesh size h.
We assume that the discretization is conforming, i.e. that two interfacial nodes be-
longing to the adjacent domains Ωi and Ωj are geometrically identical, and that
the same mesh is used to approximate variables u and ω. Then, the finite element
discretization with a suitable numbering of nodes yields a discrete incremental min-
imization problem in the form


minimize (u,w) 7→ E(tk,u,w) +D(wk−1,w)
subject to BEu = 0, BIu ≥ 0, wk−1 ≤ w ≤ 1.


}
(15)


where u ∈ Rnu stores the nodal displacements for individual sub-domains and
w ∈ Rnω designates the delamination parameters associated with interfacial ele-
ment edges. The discretized stored energy functional E → [0;T ] × Rnu × Rnω → R
receives the form, cf. (4),


E(t,u,w) = 1
2
(u+ uD(t))


TK (u+ uD(t)) +
1
2
JuKTk(w)JuK, (16)
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where K = diag(K(1),K(2), . . . ,K(N)) is a symmetric positive semi-definite block-
diagonal stiffness matrix of order nu (derived from C(i)), JuK ∈ Rnk stores the dis-
placement jumps at interfacial nodes, and k is a symmetric positive-definite inter-
facial stiffness matrix of order nk, which depends non-linearly on w as follows from
Eq. (9). The discrete dissipation distance is expressed by a linear function


D(w1,w2) = aT (w2 −w1) , (17)


where the entries of a ∈ Rm store the amount of energy dissipated by the complete de-
lamination of an interfacial element; see [7, 9] for additional details. The constraints
in problem (15) consist of the homogeneous Dirichlet boundary conditions prescribed
at nodes specified by a full-rank mE×nu Boolean matrix BE, nodal interpenetration
conditions specified by a full-rank matrix BI ∈ RmI×nu storing the corresponding
components of the normal vector, and the box constraints on the internal variable.


4.1 Alternating minimization algorithm


1. Require w(0), set j = 0


2. Repeat


(a) Set j = j + 1


(b) Solve for u(j):


minimize u 7→ E(tk,u,w(j−1))
subject to BEu = 0 BIu ≥ 0


}
(18)


(c) Solve for w(j):


minimize w 7→ E(tk,u(j),w) +D(wk−1,w)
subject to wk−1 ≤ w ≤ 1


}
(19)


(d) Until ‖w(j) −w(j−1)‖ ≤ η


3. Set uk = u(j) and wk = w(j)


Tab. 1: Conceptual implementation of the alternating minimization algorithm for the k-th
time step and an initial guess w(0).


The discrete incremental problem (15) represents a large-scale non-convex pro-
gram (due to the k(w)-term), which is very difficult to solve using a monolithic
approach. Nevertheless, it can be observed that the problem is separately convex
with respect to variables u and w. This directly suggests the concept of the alter-
nating minimization algorithm, proposed by Bourdin et al. [4] for variational models
of fracture. In the current context, the algorithm is briefly summarized in Table 1.
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The individual sub-problems of the alternating minimization algorithm can be
resolved using specialized solvers. In particular, step (18) now becomes a quadratic
programming problem, which can be efficiently solved when employing recent devel-
opments in duality-based solvers for domains separated by imperfect interfaces [10]
and for frictionless contact problems [6]. Owing to the piecewise constant approxi-
mation of the delamination parameters, problem (19) can be solved locally element-
by-element in a closed form, see [7] for additional details.


4.2 Time-stepping strategy


Even though the alternating minimization algorithm performs well for a wide
range of computational examples, it generally converges only to a local minimizer of
the objective function (15), which can violate the two-sided energetic inequality (14).
Exactly this observation was used in Mielke et al. [13] to propose a heuristic back-
tracking strategy summarized for the current problem in Table 2.


1. Set k = 1, w0 = w(0) = 0


2. Repeat


(a) Determine wk using the alternating minimization algorithm for time
tk and initial value w(0)


(b) If


∫ tk


tk−1


∂tE(t,uk,wk) dt ≤ E(tk−1,uk−1,wk−1) +D(wk−1,wk)− E(tk,uk,wk)


≤
∫ tk


tk−1


∂tE(t,uk−1,wk−1) dt (20)


set w(0) = wk and k = k + 1


(c) Else set w(0) = wk and k = k − 1


(d) Until k > M


Tab. 2: Conceptual implementation of time-stepping strategy.


The computational procedure proceeds as follows. At the k-th time level, the
approximate solution is found using the alternate minimization algorithm, initiated
with the solution w(0) (Step 2(a)). If the pair of solutions (uk−1,wk−1) and (uk,wk)
satisfies the discretized energy inequality, wk is certified as an initial guess for the
next time level (Steps 2(b)). In the opposite case, the solution (uk,wk) leads to
a smaller value of the objective function (15) at time tk−1 than the actual result
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(uk−1,wk−1). Therefore, it is used as an initial guess at time tk−1 (Step 2(c));2 see
also [2] for additional details and further discussion.


It should be emphasized that there is generally no guarantee that the algo-
rithm will locate the global optimum of the objective function (15) for all time
levels and that it will converge in a finite number of steps. Computational experi-
ments nevertheless indicate that it is sufficiently robust and that it delivers solutions
with (often substantially) lower energies than the basic alternating minimization
scheme [2, 5, 13].


5 Example


The basic features of the model will be illustrated by means of the mixed-mode
flexure test, adopted from [18]. The beam specimen consists of two non-symmetric
aluminum layers, bonded together by a thin layer of resin adhesive. The beam is
simply supported and the loading is imposed by a prescribed displacement at the
mid-span, increasing linearly with time t up to the final value of 1.5 mm for t = T = 1.
The delamination is initiated by a pre-existing interfacial crack, see also Fig. 2 for
an illustration.


60 mm


120 mm


10 13


2× 3 mm


thickness: 20 mm prescribed deflection


initial crack


Fig. 2: Setup of the mixed-mode flexure test.


The material properties of the bulk material and the interface appear summarized
in Table 3. Two different sets of interfacial properties are considered, one charac-
terized by a higher value of fracture energy Gc and a lower value of initial stiffness
k(ωin) as defined by Eq. (9), whereas the brittle interface corresponds to a low frac-
ture energy Gc and high initial stiffness. The results below correspond to time step
∆t = 0.025 and the value of termination tolerance of the alternating minimization
algorithm set to η = 10−6, recall Table 1. All simulations were performed with an
in-house code implemented in MATLAB R©.


The energetics of the delamination process for the brittle interface is shown in
Figure 3, highlighting the difference between the local energy minimization (full lines)
and the time back-tracking scheme (dashed lines). The local scheme predicts initially
elastic behavior, followed by complete separation of the two layers at t ≈ 0.56, re-
sulting in the jump of the dissipated energy VarD. However, exactly at this step the
two-sided inequality is violated, as detected by the back-tracking algorithm. Induc-
tively using such solution as the initial guess of the alternating minimization scheme,


2Note that the stability of initial data (12) ensures that k ≥ 1.
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Fig. 3: Energetics of the delamination process for (a) brittle and (b) ductile interfaces.
EΩ = energy stored in the bulk, EΓ = interfacial stored energy and VarD = energy dissipated
during the whole process.


the algorithm returns to the original elastic path, thereby predicting a response lead-
ing to a lower value of the total energy for t ∈ [0.46, 0.56]. During the whole time
interval, the contribution of the stored interfacial energy EΓ remains relatively small,
owing to a large value of the interfacial stiffness.


The ductile interface shows a more gradual transition from the elastic response
up to the fully debonded state. In this case, the two-sided inequality (20) remains
valid during the whole loading program and no back-tracking is necessary. The inter-
facial delamination initiates first in the shearing mode, which corresponds to a rapid
increase in the dissipated energy for t ∈ [0.3; 0.4]. Then it propagates mainly due to
opening in the normal direction, which is manifested by the decrease of interfacial
energy; see also Fig. 4 for an illustration. We observe that the response remains
almost independent on the mesh size h, which is in agreement with theoretical con-
vergence results at disposal. Moreover, no artificial oscillations, reported e.g. in [1],
appear in the overall response for both variants of material data. This demonstrates
suitability of the algorithm for engineering applications.


Material parameter Ductile Brittle
Bulk material


Young’s modulus, E (GPa) 75 75
Poission’s ratio, ν 0.3 0.3


Interface
Fracture energy, Gc (Jm


−2) 250 25
Critical stress σc (MPa) 5 5
Initial damage ωin 10−1 10−3


Mode mixity parameter β 1 1


Tab. 3: Material parameters.
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t = 0.16 t = 0.25


t = 0.33 t = 0.50


t = 0.58 t = 0.67


t = 0.75 t = 0.84


t = 0.91 t = 1


Fig. 4: Snapshots of delamination evolution (displacements depicted as magnified by a fac-
tor of 5).


6 Conclusions


In this paper, we have presented a variational model for delamination phenom-
ena based on incremental energy minimization. Its algorithmic treatment relies on
the alternating minimization algorithm, complemented with a-posteriori two-sided
energy estimates to test the energetic stability of the evolution. Results of the
model problem indicate that the method is sufficiently robust for a wide range of
material parameters and allows to capture the whole delamination process from the
damage initiation up to the complete separation. Note that we have omitted the
time-continuous model, obtained as ∆t → 0. This aspect, together with additional
details and extensions, is available in a recent review [16].
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AN IMPROVEMENT OF EUCLID’S ALGORITHM∗


Jan Źıtko, Jan Kuřátko


Abstract


The paper introduces the calculation of a greatest common divisor of two univari-
ate polynomials. Euclid’s algorithm can be easily simulated by the reduction of the
Sylvester matrix to an upper triangular form. This is performed by using c-s trans-
formation and QR-factorization methods. Both procedures are described and numer-
ically compared. Computations are performed in the floating point environment.


1 Introduction


Euclid’s algorithm and the corresponding manipulations with the Sylvester resul-
tant matrix are two well-known methods for computing the greatest common divisor
of two univariate polynomials. See the book [1] or the paper [4].


Theory has been developed in those papers and all practical examples included
only low-degree polynomials in which the effect of computing in floating point arith-
metic has not shown. That is why we have decided to work on computation of the
greatest common divisor of two large-degree polynomials in this article. Many times
the numerical experiments have yielded inaccurate or even wrong results caused for
instance by the big differences in the absolute value of coefficients of polynomials
which are calculated during Euclid’s algorithm. Since the problems in real world
have demanded the best possible precision on the coefficients of the greatest com-
mon divisor some of the ideas on the balancing the coefficients have been introduced
in the article [5] and several others. We have developed an improvement of Euclid’s
algorithm in this paper, called c-s transformation, which is conducted by the trans-
formation of Sylvester matrix. The above mentioned method, described in [2], has
not been published yet and its rigorous analysis has been presented in this article.


Scalars c and s are computed from coefficients of polynomials in every step of
Euclid’s algorithm and are resembled to scalars used in Givens rotation. Detailed
description is given in paragraph 2 where the classic and well known Euclid’s algo-
rithm has been compared with c-s transformation. Let us mention that structure of
the Sylvester matrix is preserved by both methods.


We have decided to mention another interesting approach proposed in [7] which
does not preserve the structure of the Sylvester matrix. This method is based on QR-
factorization of the Sylvester matrix or a part of the Sylvester matrix. Coefficients
of the greatest common divisor can be obtained from the last non-vanishing row of


∗This work is a part of the research project MSM0021620839 financed by MSMT.
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the upper triangular matrix R obtaining by QR-factorization. Complete description
of aforementioned algorithm and numerical experiments are given in paragraph 3.


Reasonable results can be obtained if we know the degree of the greatest common
divisor. In that case we know exactly where coefficients of the greatest common
divisor can be found in the matrix R. Algorithms for determining the degree of the
greatest common divisor have been studied in [3] or [6]. Those methods are not and
cannot be included in this article.


All test polynomials have been computed via convolution that is why the degree
of the greatest common divisor is known and used in our examples.


In this article, all numerical experiments have been carried out in double preci-
sion. We have worked with polynomials having non-trivial greatest common divisor.


2 Euclid’s algorithm and transformations of the Sylvester matrix


Let the symbol GCD (f0, f1) denotes the greatest common divisor of polynomi-
als f0 and f1 and deg(f0) the degree of f0. Let


f0(x) = a0x
m + a1x


m−1 + · · ·+ am−1x+ am, (1)


f1(x) = b0x
n + b1x


n−1 + · · ·+ bn−1x+ bn, (2)


where m ≥ n, a0am 6= 0, b0bn 6= 0, To illustrate the algorithm, let us consider the
polynomials f0 and f1 of degrees 5 and 2 respectively:


f0(x) = a0x
5 + a1x


4 + a2x
3 + a3x


2 + a4x+ a5,


f1(x) = b0x
2 + b1x+ b2.


The Sylvester resultant matrix S(f0, f1) for the polynomials f0 and f1 of degrees
m = 5 and n = 2 is


S(f0, f1) =






a0 a1 a2 a3 a4 a5 0
0 a0 a1 a2 a3 a4 a5
b0 b1 b2 0 0 0 0
0 b0 b1 b2 0 0 0
0 0 b0 b1 b2 0 0
0 0 0 b0 b1 b2 0
0 0 0 0 b0 b1 b2






.


We will now formulate modified Euclid’s algorithm which can scale down the big
differences between the coefficients of f0 and f1. Let us define the division f0/f1 in
the following form:


c0 (a0x
5 + a1x


4 + a2x
3 + a3x


2 + a4x+ a5)︸ ︷︷ ︸
f0(x)


+s0 (b0x
2 + b1x+ b2)︸ ︷︷ ︸


f1(x)


x3


= 0 + (c0a1 + s0b1)︸ ︷︷ ︸
a
(1)
1


x4 + (c0a2 + s0b2)︸ ︷︷ ︸
a
(1)
2


x3 + c0a3︸︷︷︸
a
(1)
3


x2 + c0a4︸︷︷︸
a
(1)
4


x+ c0a5︸︷︷︸
a
(1)
5︸ ︷︷ ︸


h4(x):=a
(1)
1 x4+a


(1)
2 x3+a


(1)
3 x2+a


(1)
4 x+a


(1)
5


.
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The numbers c0 and s0 are chosen to remove the leading coefficient of f0. To define
the corresponding transformation of the Sylvester matrix, let us define the matrix
G


(1)
0 (c0, s0)


G
(1)
0 (c0, s0) =






c0 0 s0 0 0 0 0
0 c0 0 s0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1






.


Apparently


S(1)(f0, f1) := G
(1)
0 (c0, s0)S(f0, f1) =






0 a
(1)
1 a


(1)
2 a


(1)
3 a


(1)
4 a


(1)
5 0


0 0 a
(1)
1 a


(1)
2 a


(1)
3 a


(1)
4 a


(1)
5


b0 b1 b2 0 0 0 0
0 b0 b1 b2 0 0 0
0 0 b0 b1 b2 0 0
0 0 0 b0 b1 b2 0
0 0 0 0 b0 b1 b2






,


where


a
(1)
i =


{
c0ai + s0bi for i = 1, 2,


c0ai otherwise.


Let a
(1)
1 6= 0. Then deg(h4) = 4. In the opposite case, the process would be


performed with the polynomial of degree less than 4. The Euclid’s algorithm proceeds
according to the following schema:


c1 (a
(1)
1 x4 + a


(1)
2 x3 + a


(1)
3 x2 + a


(1)
4 x+ a


(1)
5 )︸ ︷︷ ︸


h4(x)


+s1 (b0x
2 + b1x+ b2)︸ ︷︷ ︸


f1(x)


x2


= 0 +
(
c1a


(1)
2 + s1b1


)


︸ ︷︷ ︸
a
(2)
2


x3 +
(
c1a


(1)
3 + s1b2


)


︸ ︷︷ ︸
a
(2)
3


x2 + c1a
(1)
4︸ ︷︷ ︸


a
(2)
4


x+ c1a
(1)
5︸ ︷︷ ︸


a
(2)
5


︸ ︷︷ ︸
h3(x):=a


(2)
2 x3+a


(2)
3 x2+a


(2)
4 x+a


(2)
5


.


The numbers c1 and s1 are again chosen to remove the coefficient of x4. The corre-


sponding matrix operation consists of the construction of the matrix G
(1)
1 (c1, s1), by


analogy to the previous case, such that


S(2)(f0, f1) := G
(1)
1 (c1, s1)S


(1)(f0, f1) =






0 0 a
(2)
2 a


(2)
3 a


(2)
4 a


(2)
5 0


0 0 0 a
(2)
2 a


(2)
3 a


(2)
4 a


(2)
5


b0 b1 b2 0 0 0 0
0 b0 b1 b2 0 0 0
0 0 b0 b1 b2 0 0
0 0 0 b0 b1 b2 0
0 0 0 0 b0 b1 b2






,
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where


a2i =


{
c1a


(1)
i + s1bi−1 for i = 2, 3,


c1a
(1)
i otherwise.


If a
(2)
2 = 0 and a


(2)
3 6= 0, then instead of h3 the polynomial h2,


h2(x) = a
(2)
3 x2 + a


(2)
4 x+ a


(2)
5 ,


is considered. Moreover, if a
(2)
3 = 0, then the first stage of Euclid’s algorithm termi-


nates. Let us assume that the degrees of all polynomials after division decrease by 1.
Hence a22 6= 0. Let the numbers c2, s2 and then c3 and s3 are chosen to remove the
coefficient of dominant power. The last two divisions yield the polynomials


h2(x) = a
(3)
3 x2 + a


(3)
4 x+ a


(3)
5 = c2h3(x) + s2f1(x)x,


h1(x) = a
(4)
4 x+ a


(4)
5 = c3h2(x) + s3f1(x),


where a
(3)
3 6= 0 and a


(4)
4 6= 0. The matrices G


(1)
2 (c2, s2), G


(1)
3 (c3, s3) correspond to the


last two divisions. Their construction is omitted because it is the same as in the
previous steps. If we define


G1 = G
(1)
3 (c3, s3)G


(1)
2 (c2, s2)G


(1)
1 (c1, s1)G


(1)
0 (c0, s0)


and
P1 = [e3, e4, e5, e6, e7, e1, e2] ,


then the first stage of Euclid’s algorithm can be written in the matrix form as follows


P1G1S(f0, f1) =






b0 b1 b2 0 | 0 0 0
0 b0 b1 b2 | 0 0 0
0 0 b0 b1 | b2 0 0
0 0 0 b0 | b1 b2 0
− − − − + − − −
0 0 0 0 | b0 b1 b2


0 0 0 0 | a
(4)
4 a


(4)
5 0


0 0 0 0 | 0 a
(4)
4 a


(4)
5






=:


[
F1,1 F1,2


F2,1 F2,2


]
.


Note that we have obtained the coefficients of the polynomial h1 in the last two
rows. The formula


c3c2c1c0f0(x)︸ ︷︷ ︸
f̃0(x)


= −(c3c2c1s0x
3 + c3c2s1x


2 + c3s2x+ s3)︸ ︷︷ ︸
q̃0(x)


f1(x)︸ ︷︷ ︸
f̃1(x)


+h1(x)︸ ︷︷ ︸
f̃2(x)


.


summarises the first stage of Euclid’s algorithm. Hence we have


f̃0(x) = q̃0(x)f̃1(x) + f̃2(x).


The block F2,2 is again the Sylvester matrix S(f̃1, f̃2). We suppose that f̃2(x) 6= 0. If


f̃2(x) = 0, then f̃1(x) = GCD(f0, f1). The transformation of the Sylvester resultant
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matrix to an upper triangular matrix requires that the same procedure is applied to


the matrix S(f̃1, f̃2), and this corresponds to the second stage of Euclid’s algorithm,


that is, the division f̃1/f̃2. Analogously there exist matrices G2 and P2 such that


P2G2P1G1S(f0, f1) =






b0 b1 b2 0 0 0 0
0 b0 b1 b2 0 0 0
0 0 b0 b1 b2 0 0
0 0 0 b0 b1 b2 0


0 0 0 0 a
(4)
4 a


(4)
5 0


0 0 0 0 0 a
(4)
4 a


(4)
5


0 0 0 0 0 0 b
(2)
2






.


It is f̃3(x) = b
(2)
2 . Let us remark that f̃2(x) = GCD(f0, f1) if f̃3(x) = 0. Otherwise


f0 and f1 are coprime.
We will now demonstrate how to pick the numbers c and s. If we take


c0 = 1 and s0 = −a0
b0


,


then the division in Euclid’s algorithm has the following form


(a0x
5 + a1x


4 + a2x
3 + a3x


2 + a4x+ a5)︸ ︷︷ ︸
f0(x)


− (b0x
2 + b1x+ b2)︸ ︷︷ ︸


f1(x)


(
a0
b0
)x3


= 0 +


(
a1 − a0b1


b0


)


︸ ︷︷ ︸
a
(1)
1


x4 +


(
a2 − a0b2


b0


)


︸ ︷︷ ︸
a
(1)
2


x3 + a3︸︷︷︸
a
(1)
3


x2 + a4︸︷︷︸
a
(1)
4


x+ a5︸︷︷︸
a
(1)
5


.


In the next step we have considered c1 and s1 in the form


c1 = 1 and s1 = −a
(1)
1


b0
,


and analogously are defined the numbers ci a si in the following steps. This choice
forms Euclid’s algorithm in the well known form.


The second possible choice of c and s is based on the idea of balance of the
coefficients of f0 and f1. In the first step these numbers are defined as


c0 =
b0√


a20 + b20
and s0 = − a0√


a20 + b20
,


and analogously in the next steps. This form of Euclid’s algorithm will be called
c-s transformation. Let us denote for the polynomials (1) and (2)


d1 = max
i,j∈{1,...,m}


∣∣∣|ai| − |aj|
∣∣∣, d2 = max


i,j∈{1,...,n}


∣∣∣|bi| − |bj|
∣∣∣, diff(f0, f1) = (d1, d2).
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Example 1. Let f0 and f1 be two polynomials such that


f0(x) = (x− 4.1)(x− 3)(x−
√
2)2(x+ 1)(x+


√
2)(x+ 5)2,


f1(x) = (x− 3)(x−
√
3)(x− 1)(x+ 1)(x+


√
3)(x+ 8).


Their greatest common divisor u has the form


u(x) = (x− 3)(x+ 1) = x2 − 2x− 3.


Let uEuc and uc-s denotes the greatest common divisor computed by Euclid’s algo-
rithm and c-s transformation, respectively. We have obtained


uEuc(x) = x2 − 1.99999999999994x− 2.99999999999993,


uc-s(x) = x2 − 1.99999999999998x− 2.99999999999998,


‖uEuc − u‖2 = 9.26402450510883e−14, ‖uc-s − u‖2 = 3.14269606124535e−14 .


Both procedures yielded practically the exact greatest common divisor. Let us
remark, that for the first division f0/f1 in Euclid’s algorithm we have obtained
diff(f0, f1) = (1189.33794283234, 98).


Example 2. Let


f0(x) = (x− 4)2(x−
√
5)2(x−


√
3)2(x−


√
2)2(x+ 0.5)2(x+ 1)2,


f1(x) = (x− 6.51)2(x− 5)2(x− 4)(x+ 0.5)2(x+ 0.9)(x+ 1)2.


Their greatest common divisor u has the form


u(x) = (x− 4)(x+ 0.5)2(x+ 1)2 = x5 − x4 − 8.75x3 − 11.5x2 − 5.75x− 1 .


We have obtained


uEuc(x) = x5 − 0.9999999x4 − 8.75000000x3 − 11.5000000x2 − 5.75000000x− 1.00000000,


uc-s(x) = x5 − 0.9999999x4 − 8.74999999x3 − 11.49999999x2 − 5.74999999x− 0.99999999,


‖uEuc − u‖2 = 1.70205143034978e−11, ‖uc-s − u‖2 = 6.36839947245598e−12 .


We have obtained again a good result. Let us remark, that for the first division f0/f1
in Euclid’s algorithm we have obtained diff(f0, f1) = (1116.93467622, 12607.8786650).


Example 3. Let f0 and f1 be the following polynomials:


f0(x) = (x− 11)2(x− 8)2(x− 6)2(x− 1)2(x+ 2)2(x+ 3)2,


f1(x) = (x− 15)2(x− 8)(x− 6)(x+ 5)2(x+ 11)2.


Their greatest common divisor u has the form u(x) = (x−8)(x−6) = x2−14x+48.
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Let us compare the result which yields the modification of Euclid’s algorithm by
using c-s transformation with the result which yields the standard implementation
represented by the m-file poly gcd.m1 denoted by uEuc. We have obtained


uEuc(x) = x2 − 13.99999999946275x+ 47.99999999538410,


uc-s(x) = x2 − 14.00000000045505x+ 48.00000000093540,


‖uEuc − u‖2 = 4.64705900662480e−09,


‖uc-s − u‖2 = 1.04021318800892e−09,


diff(f0, f1) = (11024639, 32669999)


More examples have been calculated and we have found out that Euclid’s algorithm
in matrix form and c-s transformation yield almost the same results for low-degree
polynomials, in some cases Euclid’s algorithm gives better results. If the degree
of both polynomials gets larger, then the c-s transformation yields more accurate
results.


3 QR factorization method for computing the greatest common divisor


The following idea described in [7] will be illustrated for the polynomials of degree
m = 4 and n = 3. Let


f0(x) = x4 + a1x
3 + a2x


2 + a3x+ a4,


f1(x) = b0x
3 + b1x


2 + b2x+ b3.


A companion matrix C4 associated with the polynomial f has the form


C4 =






0 1 0 0
0 0 1 0
0 0 0 1


−a4 −a3 −a2 −a1



 .


It is assumed that the coefficient a0 = 1. The matrix f1(C4) is very important. The
GCD(f0, f1) can be obtained very easily from the matrix f1(C4). See the book [1].
Let the Sylvester matrix be split into the four blocks


S(f0, f1) =






1 a1 a2 | a3 a4 0 0
0 1 a1 | a2 a3 a4 0
0 0 1 | a1 a2 a3 a4
− − − + − − − −
b0 b1 b2 | b3 0 0 0
0 b0 b1 | b2 b3 0 0
0 0 b0 | b1 b2 b3 0
0 0 0 | b0 b1 b2 b3






=:


[
S1,1 S1,2


S2,1 S2,2


]
.


1http://www.mathworks.com/matlabcentral/fileexchange/20859-gcd-of-polynomials
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It is clear that all blocks are Toeplitz matrices. It is easy to calculate the Schur
complement S


(∗)
2,2 = S2,2−S2,1S


−1
1,1S1,2 and according to the well known theory S


(∗)
2,2 =


J4f1(C4)J4. Moreover, there exists an orthogonal matrix Q such that


QJ4f1(C4)J4 = R,


where J4 is a matrix with ones on the counter diagonal and R is an upper-triangular
matrix, the last nonzero row of which contains the coefficients of the GCD of f0
and f1. Let GCD(f0, f1) = d0x


2 + d1x + d2 in our special case. Then the matrix R
has the form


R =






x x x x
0 d0 d1 d2
0 0 0 0
0 0 0 0



 ,


where the x’s indicates elements whose values are unimportant.
In the following examples let uSchu and uHor denote the greatest common divisor


which was obtained using QR-factorization of S
(∗)
2,2 = S2,2 − S2,1S


−1
1,1S1,2 and from


the QR-factorization of Jmf1(Cm)Jm, where f1(Cm) was constructed by Horner’s
scheme, respectively. Let us remark that m is the degree of the polynomial f0.


Example 4. Let f0, f1 and u be polynomials from Example 1. We have calculated


uSchu(x) = x2 − 2.00000000001121x− 3.00000000001110,


uHor(x) = x2 − 2.00000000000175x− 3.00000000000208,


‖uSchu − u‖2 = 1.57742694329152e−11, ‖uHor − u‖2 = 2.71252314056005e−12 .


Example 5. Let f0, f1 and u be polynomials from Example 2. We have obtained


uSchu(x) = x5 − 0.999999985809256x4 − 8.749999957416437x3


−11.499999953695204x2 − 5.749999978552083x− 0.999999996447228,


uHor(x) = x5 − 1.00000000005345x4 − 8.75000000015926x3


−11.50000000017163x2 − 5.75000000007888x− 1.00000000001314,


‖uSchu − u‖2 = 6.80551732665222e−08, ‖uHor − u‖2 = 2.53131658107744e−10 .


Example 6. Let f0, f1 and u be the same polynomials as in Example 3. Then the
following results have been calculated.


uSchu(x) = x2 − 14.00000000217399x+ 48.00000001232704,


uHor(x) = x2 − 14.00000000138107x+ 48.00000000802783,


‖uSchu − u‖2 = 1.25172701840642e−08, ‖uHor − u‖2 = 8.14575566893229e−09 .


The coefficients of the greatest common divisor are obtained from the 10th row of
matrix R. Let R be a matrix from QR-factorization of the matrix J12f1(C12)J12
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where f1(C12) was constructed by Horner’s scheme. The coefficients of the greatest
common divisor can be obtained from the 10th row. Let us present the elements of
R in 9th–11th row.


row 9: −8.32446551450895e+05, 1.13733574278167e+07, −3.60249143760594e+07,
−1.34829260320804e+07


row 10: −7.99170726641915e+05, 1.11883901740905e+07, −3.83601948852275e+07
(uHor is obtained after transformation to monic form)


row 11: 5.13598466751748e−03, −2.90332235929244e−02.


If the degree of greatest common divisor is not known, the following problem appears:
Are the numbers in the 11th row zero? This difficult question is behind the topic of
this short paper. For more details see [7].


4 Summary


Euclid’s algorithm is composed from sequence of steps and division of two polyno-
mials, whose degree is decreasing to zero, is represented in each particular step. New
modification of Euclid’s algorithm called c-s transformation has been introduced in
this article. This modification produces better numerical results in comparison with
classical Euclid’s algorithm and it is conducted by transformation of the Sylvester
matrix and structure of the Sylvester matrix is preserved. The algorithm based on
QR-decomposition was mentioned and its numerical results were compared with c-s
transformation. The second algorithm does not preserve the structure of Sylvester
matrix.
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